RESEARCH REPORT No. EM-100

# Asymptotic Expansion of Multiple Integrals and the Method of Stationary Phase 

DOUGLAS S. JONES and MORRIS KLINE

Institute of Mathematical Sciences Division of Electromagnetic Research

Research Report No. EM- 100

ASYMPTOTIC EXPANSION OF MULTIPLE INTEGRALS AND<br>THE METHOD OF STATIONARY PHASE<br>Douglas S. Jones and Morris Kline



Morris Kline Project Director
October, 1956

The research reported in this document has been made possible through support and sponsorship extended by the Air Force Cambridge Research Center, under Contract No. AF 19(604)1717. It is published for technical information only and does not necessarily represent recommendations or conclusions of the sponsoring agency.
Table of Contents
Page

1. Introduction ..... 1
2. Reduction of the problem to the single integral case ..... 4
3. The behavior of $h(t)$ at ordinary points of $D$ ..... 10
4. Contributions from critical, non-stationary boundary points ..... 14
5. Contributions from interior stationary points ..... 22
6. Contributions from boundary stationary points ..... 32
7. Remarks on the method ..... 36
Appendix ..... 38
References ..... 43
Distribution List

## Abstract

This paper considers the asymptotic evaluation of the double integral

$$
\iint_{D} g(x, y) e^{i k f(x, y)} d y d x
$$

for large $k$. The domain $D$ is finite and the functions $g$ and $f$ are assumed to be analytic iri and on the boundary of $D$. Under these conditions certain points ( $x, y$ ) of $D$, called critical points, prove to be decisive. The asymptotic form of the double integral is given by the sum of asymptotic series in integral and fractional powers of $1 / \mathrm{k}$, and each of these series is determined by a neighborhood in D of a critical point. The method of this paper is the essentially new feature. The problem of evaluating the double integral asymptotically is reduced to the problen of evaluating a single Fourier integral asymptotically and known results for the latter case are applied.
1.

## Introduction

In problems of the diffraction theory of optics ${ }^{*}$ as well as in many microwave problems a solution is obtained in the form

$$
\begin{equation*}
J=\iint_{D} g(x, y) e^{i k f(x, y)} d y d x \tag{1}
\end{equation*}
$$

wherein $g$ and $f$ are real functions and generally $k$ is real. Physically, $g(x, y)$ is an amplitude function, $f(x, y)$ is a phase function and $k=2 \pi / \lambda, \lambda$ being the wavelength of some source which gives rise to the field represented by the double integral. It is usually impossible to evaluate integrals of this form explicitly. In the applications mentioned above one is interested in the value of the integral for small wavelength, that is, large $k^{* *}$. Hence in recent years attention has been focused on the problem of obtaining an asymptotic series representation of $J$ in integral and fractional powers of $1 / k$.

To obtain such a result Van Kampen [4] applied the method of stationary phase, originally developed for single integrals, in a purely formal manner. It is clear from the formal uses of the method of stationary phase that the asymptotic series representation of ( 1 ) is a sum of asymptotic series determined by the behavior of $f(x, y)$ in the neighborhood of certain critical points of the domain $D$ of integration.

Recently Focke ${ }^{[6]}$ gave a rigorous treatment of the asymptotic expansion of $J$ in which he includes a number of types of critical points not previously treated. He uses the notion of a neutralizer originally introduced by van der Corput for single integrals and extended by Focke to double integrals. The neutralizer is a function of $x$ and $y$ which serves the purpose of isolating the various critical points so that one might determine the contributin each makes to the asymptotic

* See, for example, the review articles by E. Wolf $[1]$ and $H$. Bremmer $[2]$ and also a recent thesis by J. Berghois [3].
* The case of small $k$ is also of practical interest in optics. See the work of K. Nienhuis and B.R.A. Nijboer, referred to by Wolf [l].
evaluation of the double integral.
Both Focke and the present paper assume that the functions $g$ and $f$ of the integral are analytic in and on the boundary of the region D. Braun ${ }^{[10]}$, using the method of van der Corput, assumes only that $f$ and $g$ have a finite number of continuous derivatives; he obtains explicit results only for some types of interior critical points, and indicates the method to be employed for some boundary critical points. The method and the results are complicated but may be the best obtainable on the basis of his weaker assumptions. A number of special results on the asymptotic evaluation of the integral J obtained by Berghuis $[3]$, Bremmer $[5]$, Siegel $[12]$, and Kontorovitch and Muravév [14] are germene. Mention should also be made of a forthcoming report by N. Chako who is pursuing other methods of evaluating the integral $J$ asymptotically.

The present paper is designed to show that the asymptotic expansion of the integral J can be reduced almost at once to the asymptotic expansion of single Fourier integrals, that is, integrals of the form

$$
\begin{equation*}
\int_{\alpha}^{\beta} h(t) e^{i k t} d t \tag{2}
\end{equation*}
$$

wherein $h(t)$ and $k$ are real. The asymptotic expansion of such integrals and of the more general integrals

$$
\begin{equation*}
\int_{\alpha}^{\beta} h(t) e^{i k g(t)} d t \tag{3}
\end{equation*}
$$

has been extensively investigated. However, using the notion of a neutralizer and integration by parts, Erdélyi [7] has given a direct proof of the key theorem on asymptotic expansion of integrals of the forms (2) and (3). The theorem of Erdélyi, which deals with integrals of the form (2) and on which this paper rests, reads as follows:

Theorem. If $\phi(t)$ is N time $\varepsilon$ continuously differentiable for $a \leq t \leq \beta$, and $0<\lambda \leq 1,0<\mu \leq 1$, then

$$
\int_{\alpha}^{\beta} e^{i k t}(t-\alpha)^{\lambda-1}(\beta-t)^{\mu-1} \phi(t) d t=B_{N}(k)-A_{N}(k)+O\left(k^{-N}\right) \text { as } k \rightarrow \infty,
$$

where

$$
\begin{aligned}
& A_{N}(k)=\sum_{n=0}^{N-1} \frac{\Gamma(n+\lambda)}{n!} e^{i n(n+\lambda-2) / 2} k^{-n-\lambda} e^{i k a} \frac{d^{n}}{d \alpha^{n}}\left[(\beta-\alpha)^{\mu-1} \phi(\alpha)\right] \\
& B_{N}(k)=\sum_{n=0}^{N-1} \frac{\Gamma(n+\mu)}{n l} e^{i \pi(n-\mu) / 2} k^{-n-\mu} e^{i k \beta} \frac{d^{n}}{d \beta^{n}}\left[(\beta-\alpha)^{\lambda-1} \phi(\beta)\right],
\end{aligned}
$$

$$
\text { and } O\left(k^{-N}\right) \text { may be replaced by } o\left(k^{-N}\right) \text { if } \lambda=\mu=1
$$

If the original integral (2) is to be considered over a larger domain $a \leq a<\beta \leq b$, then, of course, it is to be decomposed into subdomains in each of which the above theorem applies. Also if $\phi(t)$ is infinitely differentiable within $\alpha<t<\beta$ then $A_{N}(k)$ and $B_{N}(k)$ become infinite series and the order of the remainder becomes less than any power of $1 / \mathrm{k}$.

The method of this paper is certainly no more complicated than Focke's. Moreover it seems to have several advantages. The analysis shows how the behavior of the contour lines of $f(x, y)$, that is, the lines $f(x, y)=$ const., determines the critical points. These lines have immediate physical significance. In diffraction optics $f(x, y)$ represents an optical distance from the source to a given point in the image space along a ray whose first two direction cosines in the image space are x and y . It is therefore possible with the present theory to predict the types of critical points from a knowledge of the rays and to interpret the contribution of each critical point in terms of the behavior of rays. Secondly, the calculation of the successive coefficients of the various asymptotic series arising from the several critical points is simpler in the present case. Thirdly, the reduction of
the problem of asymptotic expansion of higher dimensional multiple integrals of the form (l) to that of single integrals is immediately effected by the method of this paper.
2. Reduction of the problem to the single integral case

We consider integrals of the form

$$
J=\iint_{D} g(x, y) e^{i k f(x, y)} d x d y,
$$

where $g$ and $f$ are real analytic functions, thus possessing derivatives of all orders, at all points interior to and on the boundary of $D$. The boundary of $D$ is assumed to be piecewise infinitely differentiable, and such that if $\phi(x, y)=0$ is a representation of any piece, $\varnothing_{\mathrm{x}}$ and $\varnothing_{\mathrm{y}}$ are both zero at any point on the boundary. We shall take $k$ to be real, though the simpler case of complex $k$ is actually included, as noted below.

Let $m$ and $M$ be the smallest and largest values attained by $f(x, y)$ in $D$ so that $m \leq f(x, y) \leq M$ for $x, y$ in $D$. Then, for $\varepsilon>0$,*
(4)

$$
e^{i k f}=\int_{m-\varepsilon}^{M+\varepsilon} e^{i k t} \delta(t-f) d t
$$

Hence

$$
\begin{equation*}
J=\iint_{D} g e^{i k f} d x d y=\iint_{D} g \int_{m-\varepsilon}^{M+\varepsilon} e^{i k t} \delta(t-f) d t d x d y \tag{5}
\end{equation*}
$$

By an interchange of the order of integration we obtain

$$
\begin{equation*}
J=\int_{m-\varepsilon}^{M+\varepsilon} e^{i k t} \iint_{D} g \delta(t-f) d x d y d t, \tag{6}
\end{equation*}
$$

*We write $m-\varepsilon$ and $M+\varepsilon$ merely to emphasize that the behavior of $f$ at the end-points $m$ and $M$ is significant.
or

$$
\begin{equation*}
J=\int_{m-\varepsilon}^{M+\varepsilon} e^{i k t} h(t) d t \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
h(t)=\iint_{D} g(x, y) \delta\{t-f(x, y)\} d x d y \tag{8}
\end{equation*}
$$

Thus the problem of obtaining the asymptotic behavior of $J$ is reduced to that of evaluating the single Fourier integral on the right side of equation (7). The same reduction is obviously possible in the case of integrals of several variables.

It follows from Erdélyi's theorem that there are contributions to the asymptotic expansion of an integral of the form (7) only from those critical values of $t$, possibly including the end points $m$ and $M$, at which $h(t)$ or any derivative is discontinuous or at which $h(t)$ or any derivative becomes infinite. In the case of infinities the theorem gives the form of the expansion only for integrable algebraic singularities of $h(t)$. The case of a logarithmic infinity in $h(t)$ will also be needed and will be treated separately in the Appendix* . Since for the $h(t)$ of this paper, namely (8) above, $h(m-\varepsilon)=h(M+\varepsilon)=0$, we need consider just those values of $t$ within the closed interval ( $m, M$ ).

It is intuitively clear - the precise analysis will be given later - that the behavior of $h(t)$ at any value $t_{0}$ of $t$ will depend upon the behavior of the contour lines $f(x, y)=t$ for $t$ near and at $t_{0}$. Moreover, on the contour line $f(x, y)=t_{0}$ only certain points and their neighborhoods will be significant. For example, if at an interior point $\left(x_{0}, y_{0}\right)$ of $D$ at least one of the partial derivatives $f_{x}$ and $f_{y}$ is not zero, then the contour lines through ( $x_{0}, y_{0}$ ) and points in a small neighborhood will be smooth and change smoothly with $t$, so that $h(t)$ and its successive derivatives will be continuous insofar as contributions to $h(t)$ from this neighborhood *Independently, A. Erdélyi has extended his theorem to the case of logarithmic singularities of $h(t)$ in (2) and (3). His results and the results of our Appendix overlap. His results appear in the Journal of the Society for Industrial and Applied Mathematics, March, 1956.
of ( $x_{0}, y_{0}$ ) are concerned. On the other hand, if ( $x_{0}, y_{0}$ ) is a relative maximum point of $f(x, y)$, so that $f_{x}$ and $f_{y}$ are zero there, then $h(t)$ will be zero for $t>t_{0}$ insofar as contributions to $h(t)$ from a neighborhood of ( $x_{0}, y_{0}$ ) are concerned, and $h(t)$ may well be analytic for $t<t_{0}$. In any case $h(t)$ will not be analytic at $t=t_{0}$. In other words, the non-analyticity of $h(t)$ at any value $t_{0}$ of $t$ will depend upon the behavior of the contour lines $f(x, y)=t$ only in the neighborhoods of certain points ( $\mathrm{x}_{\mathrm{o}}, \mathrm{y}_{\mathrm{o}}$ ), called critical points, a fact already observed in earlier formal treatments of the asymptotic expansion of J. Similar remarks apply to integrals of more than two variables when the curves $f=$ const. are replaced by surfaces or hypersurfaces $f=$ const.

When $k$ is complex and $0<\arg \mathrm{k}<\pi$, it is necessary to consider the behavior of $h(t)$ only near $t=m$ because the contributions from other points are exponentialIy small compared with the expansion obtained from $t=m$. Thus we evaluate the integral expression (8) for $h(t)$ near $t=m$ and, on account of the presence of the $\delta-f u n c t i o n$, we need use only a neighborhood of $f=m$. The behavior of the contour lines $f(x, y)=$ const. in this neighborhood will determine the asymptotic expansion. When $-\pi<\arg k<0$, we need consider only the behavior of $h(t)$ near $t=M$.

Since, as is indicated by the preceding intuitive evidence, the significant behavior of $h(t)$ will depend upon its behavior in the neighborhoods of certain critical points of $D$ we shall develop same new forms for $h(t)$ which will be useful in discussing its behavior in small regions of $D$. Let $D_{o}$ be any (small) subdomain of $D$ and let us introduce a coordinate transformation, whose nature will be specified later, from $X, y$ to $X, Y$. Let $f(x, y)$ transform to $F(X, Y)$ and let the product of $g(x, y)$ and the Jacobian of the transformation transform to $G(X, Y)$. Then, letting $h_{0}(t)$ represent the value of $h(t)$ over $D_{0}$, we have

$$
h_{0}(t)=\iint_{D_{0}} G(X, Y) \delta\{t-F(X, Y)\} d X d Y
$$

$$
F(X, Y)=F_{0}(X, Y)+F_{1}(X, Y)
$$

and introduce the new variables

$$
\begin{equation*}
\xi=F_{0}(X, Y), \quad \eta=T(X, X), \tag{9}
\end{equation*}
$$

where $I$ is at our disposal. Let $\hat{x}_{1}(\xi, \eta)$ and $\mathcal{M}(\xi, \eta)$ be the functions which result from $F_{1}$ and $G$ under this change of variables. Then

$$
\begin{equation*}
h_{0}(t)=\iint_{D_{0}} \mu(\xi, \eta) \frac{\partial(x, Y)}{\partial(\xi, \eta)} \delta\left\{t-\xi-\hat{f}_{1}(\xi, \eta)\right\} d \xi d \eta \text {, } \tag{10}
\end{equation*}
$$

where $D_{0}$ now represents the $(\xi, \eta)$ domain corresponding to the original ( $X, Y$ ) domain.

We apply Taylor's theorem to the $\delta$-function in (10) and expand around $t=\xi$ with $-\hat{F}_{1}$ as the increment. Then

$$
\begin{equation*}
h_{0}(t)=\sum_{r=0}^{\infty} \iint_{D_{0}} \frac{(-1)^{r}}{r!} H(\xi, \eta) \frac{\partial(x, Y)}{\partial(\xi, \eta)} f_{1}^{r}(\xi, \eta) \delta^{(r)}(t-\xi) d \xi d \eta, \tag{II}
\end{equation*}
$$

where $\delta^{(r)}$ indicates the $r$-th derivative of $\delta(t-\xi)$.
It may be helpful towards understanding later steps if before transforming further we examine the meaning of the equation just obtained. The right side is a sum of terms of the form

$$
\begin{equation*}
\iint_{D_{0}} \nexists(\xi, \eta) \delta^{(r)}(t-\xi) d \xi d \eta \tag{12}
\end{equation*}
$$

The double integral may be regarded as a repeated integral with respect to $\xi$ and then with respect to $\eta$. Hence the inner integral is of the form

$$
\begin{equation*}
\int_{\xi_{1}(c)}^{\xi_{2}(c)} N(\xi, c) \delta^{(r)}(t-\xi) d \xi, \tag{13}
\end{equation*}
$$

where $\xi_{1}(c)$ and $\xi_{2}(c)$ are the least and greatest values of $\xi$ for $\eta=c$ in the domain $D_{0}$. By utilizing a property of the $\delta$-function $[9]$ we may convert this integral to some function $K(t, \eta)$ and we must then consider

$$
\int_{\eta_{1}}^{\eta_{1}} k(t, \eta) d \eta,
$$

where $\eta_{1}$ and $\eta_{2}$ are the least and greatest values of $\eta$ in all the $(\xi, \eta)$ for which $\xi=t$. For arbitrary $t, \eta_{1}$ and $\eta_{2}$ will be functions of $t$.

If we proceed to transform equation (11) in the manner indicated, we shall encounter some difficulty ${ }^{*}$. Instead we shall reverse the order of integration in (12). Thus

The difficulty we seek to avoid is the following. Let us consider the term in (II) when $r=1$. We should now use the relevant property of the $\delta$-function

$$
\int_{a}^{b} f(x) \delta^{\prime}(t-x) d x=f^{\prime}(t)+f(a) \delta(t-a)-f(b) \delta(t-b)
$$

This is obtained by integration by parts from the equation defining the $\delta$-function, namely,

$$
\left.\int_{a}^{b} f(x) \delta t-x\right) d x=f(t)
$$

When we apply the above property to the case $r=1$ in (13) we obtain

$$
H_{t}(t, \eta)+H\left(\xi_{1}(c), \eta\right) \quad \delta\left(t-\xi_{1}(c)\right)-A\left(\xi_{2}(c), \eta\right) \delta\left(t-\xi_{2}(c)\right) .
$$

If we now integrate with respect to $\eta$, the second and third terms may contribute to the result because $c$ must now be replaced by $\eta$. For $r>1$, the difficulties in this procedure become considerably greater.

$$
\begin{aligned}
\iint_{D_{0}} N(\xi, \eta) \delta^{(r)}(t-\xi) d \xi d \eta & =\int_{\xi_{1}}^{\xi_{2}} \delta^{(r)}(t-\xi) \int_{\eta_{1}(\xi)}^{\eta_{2}(\xi)} N(\xi, \eta) d \eta d \xi ; \\
& =\int_{\xi_{1}}^{\xi_{2}} \delta^{(r)}(t-\xi) K(\xi) d \xi ; \\
& =\frac{\partial^{r}}{\partial t^{r}} \nVdash(t)^{*} ; \\
& =\frac{\partial^{r}}{\partial t^{r}} \int_{\eta_{1}(t)}^{\eta_{2}(t)} \not \approx f(t, \eta) d \eta
\end{aligned}
$$

If we apply this result to each term of (1]) we obtain the result

$$
\begin{equation*}
h_{0}(t)=\sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \int_{\eta_{1}(t)}^{\eta_{2}(t)} \frac{(-1)^{r}}{r!} \not A(t, \eta) \frac{\partial(X, Y)}{\partial(t, \eta)} \exists_{1}^{r}(t, \eta) d \eta . \tag{14}
\end{equation*}
$$

Formula (14) for $h_{0}(t)$ is basic in the subsequent calculations. Its merit as opposed to that of formula (8) is that the path of integration is now $t=\xi$ instead of $t=f(x, y)$. However it will be convenient to introduce one or two variations of it. By reason of the analyticity of $f$ and $g$ we can say that in the neighborhood of any point $\left(X_{0}, Y_{0}\right)$, which corresponds to ( $x_{0}, y_{0}$ ), the following absolutely convergent expansions hold:

This result is valid for $t$ between $\xi_{1}$ and $\xi_{2}$. There will be a few cases in which we shall want the behavior of $h_{0}(t)$ at $t=\xi_{1}$ or $t=\xi_{2}$. However, $h_{0}(t)$ will be singular at such values of $t$. But the behavior at $t=\xi_{1}+$ or $t=\xi_{2}-$, which is what will actually be needed later, is determined by the behavior of $h_{0}(t)$ for $t>\xi_{1}+$ or $t<\xi_{2}-$. Hence we need not consider the value of $h_{0}(t)$ for $t=\xi_{1}$ or $t=\xi_{2}$.

$$
G(X, Y)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} G_{m, n}\left(X-X_{0}\right)^{m}\left(Y-Y_{0}\right)^{n}
$$

and

$$
\frac{(-I)^{r}}{r!} F_{I}^{r}(X, Y)=\sum_{p=0}^{\infty} \sum_{q=0}^{\infty} F_{r, p, q}\left(X-X_{0}\right)^{p}\left(Y-Y_{0}\right)^{q}
$$

Therefore

$$
\begin{equation*}
\frac{(-1)^{r}}{r!} G(X, Y) F_{l}^{r}(X, Y)=\sum_{\lambda=0}^{\infty} \sum_{\mu=0}^{\infty}\left(X-X_{0}\right)^{\lambda}\left(Y-Y_{0}\right)^{\mu} \sum_{p=0}^{\lambda} \sum_{q=0}^{\mu} G_{\lambda-p, \mu-q} F_{r, p, q} . \tag{15}
\end{equation*}
$$

If we now introduce the variables $\xi, \eta$ of (9) in place of $X, Y$ and then write $t$ for $\xi$ we shall have the integrand required in ( $\mu_{1}$ ), apart from the Jacobian.

If, in particular, it should be the case in (9) that

$$
\begin{equation*}
X-X_{0}=\xi_{1}(\xi) \quad \eta_{1}(\eta) \quad \text { and } \quad Y-Y_{0}=\xi_{1}(\xi) \eta_{2}(\eta) \tag{16}
\end{equation*}
$$

then (15) becomes

$$
\begin{equation*}
\frac{(-1)^{r}}{r!} B(\xi, \eta) \mathcal{F}_{1}^{r}(\varepsilon, \eta)=\sum_{\mu=0}^{\infty} \xi_{1}^{\mu} \sum_{\lambda=0}^{\mu} \eta_{1}^{\lambda} \eta_{2}^{\mu-\lambda} \sum_{p=0}^{\lambda} \sum_{q=0}^{\mu-\lambda} G_{\lambda-p, \mu-\lambda-q} F_{r, p, q}, \tag{17}
\end{equation*}
$$

and, if we replace $\xi$ by $t$, we again have the form of the integrand required in formula (14), except for the Jacobian.
3. The tehavior of $h(t)$ at ordinary points of $D$

We propose now to characterize the critical points ( $x, y$ ) of $D$, to show that if $f(x, y)=t$ contains the critical point then $h(t)$ is analytic, and to prove that if $(x, y)$ is a critical point then the resulting non-analytic form of $h(t)$ is determined by an arbitrarily small neighborhood of ( $x, y$ ).

Let us label as ordinary or non-critical, those interior points ( $x, y$ ) of $D$ at which at least one of $f_{x}$ and $f_{y}$ is not zero and those boundary points at which the same condition holds, the boundary is analytic, and $f(x, y)=$ const. is
neither tangent to nor coincident with the bcundary. All other points or arcs (in the case of coincidence of part of $f(x, y)=$ const. with the boundary) will be called critical points or arcs. We shall assume that the number of these critical points or arcs is finite.

Now let $t_{0}$ be any value of $t$ such that $f(x, y)=t_{o}$ does not contain any critical points or arcs. Then there will exist a small neighborhood, $\left|t-t_{0}\right|<\delta$, such that for any $t$ in this neighborhood $f(x, y)=t$ does not contain any critical points or arcs. Let

$$
\xi=f(x, y) \quad \text { and } \quad \eta=Y(x, y)
$$

where $\Psi(x, y)=$ const. is the family of orthogonal trajectories to the family of curves $f(x, y)=$ t. Since $f(x, y)$ is analytic in and on the boumdary of $D, f(x, y)$ is analytic in a small neighborhood of each boundary point of D. Hence the orthogonal trajectcries $\Psi(x, y)$ are defined even for $(x, y)$ outsi de of but sufficiently near D. The transformation from $(x, y)$ to $(\xi, \eta)$ is analytic, one-to-one, and its inverse is also analytic.

Let us call $D_{1}$ the subdomain of $D$ containing all $(x, y)$ for which $f(x, y)=t$, where $\left|t-t_{0}\right|<\delta$. We may therefore write, in view of (8),

$$
h_{1}(t)=\iint_{D_{1}} G(\xi, \eta) \delta(t-\xi) \frac{\partial(x, y)}{\partial(\xi, \eta)} d \xi d \eta
$$

or

$$
\begin{equation*}
h_{1}(t)=\int_{\eta_{1}(t)}^{\eta_{2}(t)} G(t, \eta) \frac{\partial(x, y)}{\partial(t, \eta)} d \eta . \tag{18}
\end{equation*}
$$

If the contour line $f(x, y)=t_{o}$ is a closed curve (see Fig. la) then the $(\xi, \eta)$-subdomain corresponding to the subdomain $f(x, y)=t$ with $\left|t-t_{0}\right|<\delta$ will


Fig. la
be a rectangle in the $(\xi, \eta)$-plane with boundaries $\eta_{1}(t)$ and $\eta_{2}(t)$ whicn are horizontal line segments ${ }^{*}$ (see Fig. lb). If the contour line $f(x, y)=t_{o}$ is an arc which cuts the boundary of $D$, that is, it is not tangent there, then the subdomain $f(x, y)=t$ with $\left|t-t_{0}\right|<\delta$ will be a region in the $(\xi, \eta)$-plane bounded on the left and right by vertical line segments, and above and below by arcs $\eta_{1}(t)$ and $\eta_{2}(t)$, which are analytic since the boundary of $D$ is analytic at the points of intersection. In either case $h(t)$ is an analytic function of $t$. If the contour line $f(x, y)=t_{0}$ should consist of several disjoint curves the same argument applies to each.

* The family of orthogonal trajectories will exist and yield the necessary analyticity and one-to-one correspondence between $(x, y)$ and $(\xi, \eta)$ only in an ( $x, y$ ) domain where $f_{x} \neq 0$. Hence it may be necessary to break up the arc or closed curve $f(x, y)=t_{0}$ into a sum of arcs with some arcs containing the points $(x, y)$ at which $f_{x}(x, y)=0$ as interior points. Then the domain $D_{1}$ will be come a sum of domains and the integral (8) will be a sum of integrals. To treat the transformation from $(x, y)$ to $(\xi, \eta)$ for a subdomain containing an arc of $f(x, y)=t_{0}$ on which $f_{x}=0$, we introduce a rotation of coordinates which makes both $f_{x}$ and $f_{y} \neq 0$. The integral (18) becomes a sum of integrals each of which is analytic in $t$.

Now let $t_{0}$ be a value of $t$ such that there is a critical point ( $x_{0}, y_{0}$ ) on the contour line $f(x, y)=t_{o}$ (see Fig. 2). Let us again consider a small interval of $t$-values, $\left|t-t_{0}\right|<\delta$. We shall isolate this critical point ( $x_{0}, y_{0}$ ) by one or more arcs such that for any value of $t$ in this inter val $f(x, y)=t$ will be decomposed into two parts, one lying within a neighborhood of ( $x_{0}, y_{0}$ ) bounded by these arcs and another lying outside. We require that these arcs be analytic*. Then $h(t)$ will consist of two int egrals, one of the form (18) which will be analytic and another, $h_{0}(t)$, given bv some integral of the form (8) but extending only over those ( $x, y$ )-values lying within the region bounded by


Fig. 2 the arcs isolating $\left(x_{0}, y_{0}\right)$. We shall see later that $h_{0}(t)$ is non-analytic for $t=t_{0}$. Moreover, it follows that the non-analytic form of $h_{0}(t)$ is independent of the choice of the arcs isolating ( $x_{0}, y_{0}$ ) provided only that they be analytic.

We have therefore shown that the values of $t$ at which $h(t)$ is not analytic are limited to those values of $t$ for which $f(x, y)=t$ contains one or more critical points $(x, y)$. Further, if $t_{o}$ is indeed a value of $t$ at which $h(t)$ is not analytic, then the non-analytic part of $h(t)$ in the neighborhood of $t=t_{o}$ is determined by an arbitrarily small neighborhood in $D$ of the critical point ( $x, y$ ) which lies on $f(x, y)=t_{0}$.

The precise choice of the shapes of these arcs will be specified in considering the various types of critical points. We need to be careful later only to observe the analyticity condition to be imposed on these arcs. The decomposition of the path $f(x, y)=t$ into two parts will be needed to treat only some of the critical points to be considered later.
4. Contributions from critical, non-stationary boundary points

Let us use the term non-stationary point for points ( $x, y$ ) at which at least one of the partial derivatives $f_{x}$ and $f_{y}$ is not zero. We have just seen that a non-stationary point ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) is ordinary if it is an interior point of $D$ or if it is a boundary point for which the contour line $f(x, y)=$ const. through it intersects the boundary and if the boundary is analytic at the intersection. There may, however, by non-stationary boundary points which are critical.
4.1 We consider a non-stationary boundary point ( $\mathrm{x}_{\mathrm{o}}, \mathrm{y}_{0}$ ) such that the boundary is analytic at $\left(x_{0}, y_{0}\right)$ and such that the contour line $f(x, y)=t_{0}$ through $\left(x_{0}, y_{0}\right)$ is tangent to the boundary. Let us suppose that $f_{x}\left(x_{0}, y_{0}\right) \neq 0$ and that the equation of the boundary curve is $\phi(x, y)=$ C. We shall first show how to choose new coordinates $X, Y$ such that for the transform $F(X, Y)$ of $f(x, y), F_{10}$ or $\partial F / \partial X$ at $\left(X_{0}, Y_{0}\right) \neq 0, F_{01}\left(X_{0}, Y_{0}\right)=0$, the boundary $\phi(x, y)=0$ becomes the $X=0$ axis, and the positive direction of the $X$-axis points into $D$.

Since the contour line $f(x, y)=t_{0}$ is tangent to the boundary at ( $x_{0}, y_{0}$ ) we have at ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ )

$$
\left|\begin{array}{ll}
f_{x} & f_{y} \\
\phi_{x} & \phi_{y}
\end{array}\right|=0
$$

We make the linear transformation ${ }^{*}$

$$
\begin{aligned}
& x-x_{0}=a u-m \phi_{y}^{v} \\
& y-y_{0}=c u+m q_{x}^{v}
\end{aligned}, \quad\left|\begin{array}{cc}
a-m q_{y} \\
c & m \phi_{x}
\end{array}\right|=1,
$$

with the choice of a and $c$ such as to make the positive $u$-axis point into $D$. Since

$$
f(x, y)=f_{00}+f_{10}\left(x-x_{0}\right)+f_{01}\left(y-y_{0}\right)+f_{20}\left(x-x_{0}\right)^{2}+f_{11}\left(x-x_{0}\right)\left(y-y_{0}\right)+\ldots,
$$

[^0]then, if $\bar{f}(u, v)$ denotes the transform of $f(x, y)$,
\[

$$
\begin{equation*}
\bar{r}(u, v)=\bar{f}_{00}+\bar{f}_{10} u+\bar{f}_{20} u^{2}+\bar{f}_{11} u v+\cdots . \tag{19}
\end{equation*}
$$

\]

Mores er

$$
\bar{\varnothing}(u, v)=\bar{\varnothing}_{10} u+\bar{\phi}_{20} u^{2}+\bar{\varnothing}_{11} u v+\cdots \cdot
$$

To make the boundary curve of $D$ the $X=0$ axis, we introduce $X, Y$ through

$$
\begin{align*}
\bar{\varphi}_{10} X & =\bar{\varphi}_{10} u+\bar{\varphi}_{20} u^{2}+\bar{\phi}_{11} u v+\ldots  \tag{20}\\
Y & =v
\end{align*}
$$

We invert these equations to obtain $u$ and $v$ and substitute in (19). Then

$$
F(X, Y)=F_{00}+F_{10} X+F_{20} X^{2}+F_{11} X Y+F_{02} Y^{2}+\cdots, F_{10} \neq 0
$$

Let us suppose first ${ }^{* *}$ that $\mathrm{F}_{10}>0$ and $\mathrm{F}_{02}>0$.
We shall now use formula (14) to calculate $h_{o}(t)$ in the neighborhood of $X=0, Y=0$. However where we formerly decomposed $F(X, Y)$ into $F_{0}+F_{1}$, we shall find it more convenient in the future to write

$$
F(X, Y)=F_{00}+F_{0}+F_{1}
$$

and let $\xi$ in (9) be the new $F_{0}$. This means merely that we must replace $t$ in (14) by $t-F_{00}$. With this new understanding as to the meaning of $\xi$, let us choose

$$
\begin{equation*}
\xi=F_{10^{x}}+F_{02} x^{2} \tag{21}
\end{equation*}
$$

then the transformation (9) from $X, Y$ to $\xi, \eta$ is defined by

$$
X=\frac{\xi \cos ^{2} \eta}{F_{10}}, \quad Y=\frac{\xi^{1 / 2} \sin \eta}{\left(F_{02}\right)^{1 / 2}}
$$

We now use (15) and (14) to obtain for $t>F_{00}$

* It follows from (20) that $\partial u / \partial Y=0$ at $u=0, v=0$. See, for example, Courante, [11]. ** We suppose here that $\mathrm{F}_{02}(0,0) \nRightarrow 0$. This means that the curvature of the contour Line through $(0,0)$, the line for which $F(X, Y)=t_{0}=F_{00}$, does not coincide with the curvature of the boundary at the point $(0,0)$. The case of $F_{02}=0$ could be treated by the method of the next section.
(22)

$$
\begin{aligned}
h_{0}\left(t-F_{00}\right)= & \sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{\left(t-F_{00}\right)^{1 / 2}}{F_{10} F_{02}^{1 / 2}} \cos \eta \sum_{\lambda=0}^{\infty} \sum_{\mu=0}^{\infty} \frac{\left(t-F_{00}\right)^{\lambda+\mu / 2}}{F_{10}^{\lambda} F_{02}^{\mu / 2}} \\
& \cdot \cos ^{2 \lambda} \eta \sin ^{\mu} \eta \sum_{p=0}^{\lambda} \sum_{q=0}^{\mu} G_{\lambda-p, \mu-q} F_{r, p, q} d \eta \quad .
\end{aligned}
$$

For $t<F_{00}$ there are no contour
lines in $D_{0}$ and therefore
$h_{0}\left(t-F_{00}\right)=0$ (see Fig. 3).
The integral in (22)
vanishes unless $\mu$ is even.
Also $\mathrm{F}_{\mathrm{r}, \mathrm{p}, \mathrm{q}}$ is zero if
$2 p+q<3 r$ in view of the choice of $\xi$ in (21). Hence
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$$
\begin{align*}
& h_{0}\left(t-F_{00}\right)= \sum_{m=0}^{\infty}  \tag{23}\\
& \sum_{r=0}^{2 m} \frac{\left(t-F_{00}\right)^{m+1 / 2}}{(m+1 / 2)!} \sum_{\lambda=0}^{m+r} \frac{(m+r-\lambda-1 / 2)!\lambda!}{F_{10}^{\lambda+1} F_{02}^{m+r-\lambda+1 / 2}} \\
& \cdot \sum_{p=0}^{\lambda} \sum_{q=0}^{2(m+r-\lambda)} G_{\lambda-p, 2 m+2 r-2 \lambda-q} F_{r, p, q}
\end{align*}
$$

The application of Erdélyi's theorem now shows that the contribution of this critical value $F_{00}$ of $t$ to the asymptotic expansion of $J$ is

$$
\begin{equation*}
\sum_{m=0}^{\infty} \frac{e^{i k F_{00}+\frac{i \pi}{2}\left(m+\frac{3}{2}\right)}}{k^{m+3 / 2}\left|F_{02}\right|^{1 / 2}} \sum_{r=0}^{2 m} \sum_{\lambda=0}^{m+r} \frac{\lambda!\left(m+r-\lambda-\frac{1}{2}\right)!}{F_{10}^{\lambda+1} F_{02}^{m+r-\lambda}} \sum_{p=0}^{\lambda} \sum_{q=0}^{2(m+r-\lambda)} G \lambda-p, 2 m+2 r-2 \lambda-q{ }^{F} r, p, q . \tag{24}
\end{equation*}
$$

We have put $\left|F_{02}\right|^{1 / 2}$ in (24) because it will be seen shortly that (24) is then applicable to other cases with small modification.

We now consider the case where $F_{10}<0$ and $F_{02}>0$ (Fig. 4). The domain $D_{0}$ lies to the right of $Y=0$. We can, however, consider a domain $D_{0}^{\prime}$ which surrounds the point $X_{o}$, $Y_{0}, e_{0 . g}$, the domain ABCDE. In this domain $h_{0}(t)$ is analytic for all $t$ near $t_{o}$ because at lease one of $f_{x}$ and $f_{y}$ is not zero at ( $x_{0}, y_{0}$ ) and ( $x_{0}, y_{0}$ ) is an interior


Fig. 4 point of $D_{0}^{\prime}$. Then the $h_{0}(t)$ which corresponds to the path in $D_{0}$ itself is the difference of an analytic function and the value of $h_{0}(t)$ for the path lying in $B C D$. But the domain $B C D$ occupies the same position with respect to the axis $X=0$ as the case already treated. Hence the final result is the same as (24).

When $\mathrm{F}_{10}>0$ and $\mathrm{F}_{02}<0$, the part of $h_{0}(t)$ which contributes to the asymptotic expansion is zero for $t>F_{00}$ but, for $t<F_{00}$, (23) is altered by having $\left(t-F_{00}\right)^{m+1 / 2}$ and $F_{02}^{1 / 2}$ replaced by $-(-I)^{m}\left(F_{00}-t\right)^{m+1 / 2}$ and $\left(-F_{02}\right)^{1 / 2}$ respectively. Thus (24) is unchanged apart from $e^{i \pi(m+3 / 2) / 2}$ being replaced by $e^{i \pi(m+1 / 2) / 2}$. The same result holds for $F_{10}<0$ and $F_{02}<0$.
4.2 We consider next the type of critical non-stationary boundary point ( $x_{0}, y_{0}$ ) such that the contour line through ( $x_{0}, y_{0}$ ) coincides with the boundary over a finite length (see Fig. 5). The coordinates $X$ and $Y$ are chosen as in the case of 4.1. However because the contour line and boundary will possess the same curvature at ( $X_{0}, Y_{0}$ ) we have

$$
F(X, Y)=F_{00}+F_{10} X+F_{20} X^{2}+F_{11} X Y+F_{30} X^{3}+\ldots, \quad F_{10} \neq 0
$$

We choose $\xi$ and $\eta$ thus:

$$
\xi=F_{10} X, \quad \eta=Y
$$

and consider first the case $F_{10}>0$. Then $h_{0}(t)=0$ for $t<F_{00}$. For $t>0$, we use (15) and (14) to obtain

$$
\begin{equation*}
h\left(t-F_{00}\right)=\sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \int_{a}^{b} \sum_{\lambda=0}^{\infty} \sum_{\mu=0}^{\infty} \frac{\left(t-F_{00}\right)^{\lambda}}{F_{10}^{\lambda+1}} \eta^{\mu} \sum_{p=0}^{\lambda} \sum_{q=0}^{\mu} G_{\lambda-p, \mu-q^{F} r, p, q^{\prime} d \eta . .} \tag{25}
\end{equation*}
$$

Consequently there is a contribution to the asymptotic expansion of J , which because $h\left(t-F_{00}\right)$ possessee continuous derivatives of all orders, will consist of the zeroth and positive integral powers of $1 / k$. However the coefficients of this expansion

will depend upon the length of asc over which the boundary of $D$ and the contour line $f(x, y)=t_{o}$ coincide. They will therefore not be given explicitly.
4.3 We consider next the contribution of a corner in the boundary of $D$ to the asymptotic expansion of $J$. More precisely state, we consider a point ( $x_{0}, y_{0}$ ) on the boundary of $D$ at which the direction of the tangents to the boundary changes discontinuously but such that the direction of the tangent to the contour line $f(x, y)=t_{0}$ through ( $x_{0}, y_{0}$ ) does not coincide with tither the right or left-hand directions of the tangents to $D$ at ( $x_{0}, y_{0}$ ).

We shall determine a change of variables from $(x, y)$ to $(X, Y) s o$ that the boundary of $D$ at ( $x_{0}, y_{0}$ ) will fall along the upper half of the $Y$-axis and along the right half of the $X$-axis, so that the domain $D_{0}$ will consist of the region $X \geq 0, I \geq 0$ near $X_{0}=0, Y_{0}=0$.

Let the boundary arcs on either side of ( $x_{0}, y_{0}$ ) be given respectively by $\phi(x, y)=0$ and $\bar{Y}(x, y)=0$. Moreover, since the tangent to $D$ at ( $x_{0}, y_{0}$ ) changes discontinuously, we have at ( $x_{0}, y_{0}$ )

$$
\left|\begin{array}{ll}
\phi_{x} & \phi_{y} \\
\mathbf{y}_{x} & \mathbf{y}_{\mathrm{y}}
\end{array}\right| \neq 0
$$

Since we presuppose that the tangent to the contour line $f(x, y)=t_{\text {o }}$ does not coincide with either of the above tangents, we have also

$$
\left|\begin{array}{ll}
\phi_{x} & \phi_{y}  \tag{26}\\
f_{x} & f_{y}
\end{array}\right| \neq 0 \quad \text { and } \quad\left|\begin{array}{ll}
\mathbf{I}_{x} & \mathbf{Y}_{y} \\
f_{x} & f_{y}
\end{array}\right| \neq 0
$$

We consider the linear transformation

$$
\begin{aligned}
& x-x_{0}=a u+b v \\
& y-y_{0}=c u+d v,
\end{aligned}\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right|=1
$$

and choose $a, b, c$, $d$ to satisfy the conditions

$$
\begin{aligned}
& a \Psi_{x}+c \Psi_{y}=0 \\
& b \phi_{x}+d \phi_{y}=0
\end{aligned}
$$

and make the positive u-axis and positive v-axis lie along the tangents to $D$ at $\left(x_{0}, y_{0}\right)$. In terms of $u$ and $v$, then, the expansions of $\phi(x, y)$ and $\bar{Y}(x, y)$ are

$$
\begin{aligned}
& \bar{\phi}(u, v)=\bar{\varphi}_{10} u+\bar{\varphi}_{20} u^{2}+\bar{\varphi}_{11} u v+\bar{\varphi}_{02} \nabla^{2}+\ldots \\
& \bar{I}(u, v)=\bar{I}_{01} v+\bar{\Psi}_{20} u^{2}+\bar{I}_{11} u v+\overline{\bar{Y}}_{02} v^{2}+\ldots
\end{aligned}
$$

and

$$
\begin{equation*}
\bar{f}(u, v)=\bar{f}_{00}+\bar{f}_{10} u+\bar{f}_{01} v+\bar{f}_{20} u^{2}+\ldots \tag{27}
\end{equation*}
$$

wherein $\bar{f}_{10} \neq 0$ and $\bar{f}_{01} \neq 0$ because of (26).
To make the boundary arcs of $D$ near ( $x_{0}, Y_{0}$ ) coincide with the $X$ - and $Y$-axes we let

$$
\begin{aligned}
& \bar{\Phi}_{10^{X}}=\bar{\Phi}_{10^{u}}+\bar{\Pi}_{20^{u^{2}}}+\ldots \\
& \bar{Y}_{01} Y=\bar{Y}_{01} \bar{v}+\bar{I}_{20} u^{2}+\ldots
\end{aligned}
$$

We invert this transformation and substitute in (27). Then

$$
F(X, Y)=F_{00}+F_{10} X+F_{01} Y+\ldots, \quad F_{10} \neq 0, F_{01} \neq 0 .
$$

Let

$$
\xi=F_{10} X+F_{01} Y
$$

Suppose that $\mathrm{F}_{10}>0$ and $\mathrm{F}_{\mathrm{Cl}}>0$. Then the paths of integration are shown in Fig. 6. Accordingly we rake the transformation

$$
X=\frac{\xi}{F_{10}} \cos ^{2} \eta, \quad Y=\frac{\xi}{F_{01}} \sin ^{2} \eta
$$



Fig. 6

Now $h_{0}(t)=0$ for $t<F_{00}$ because the contour lines $f(x, y)=t$ lie outside of $\mathrm{n}_{0}$. For $\mathrm{t}>\mathrm{F}_{00}$ we use equations (17) and (14) to obtain

$$
h_{0}\left(t-F_{00}\right)=\sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \int_{0}^{\frac{\pi}{c}} \frac{2\left(t-F_{C O}\right)}{F_{10} F_{01}} \sum_{\mu=0}^{\infty}\left(t-F_{00}\right)^{\mu} \sum_{\lambda=0}^{\mu} \frac{\cos ^{2 \lambda+1} \eta \sin ^{2 \mu-2 \lambda+1} \eta}{F_{10}^{\lambda} F_{10}^{\mu-\lambda}}
$$

$$
\begin{equation*}
\cdot \sum_{p=0}^{\lambda} \sum_{q=0}^{\mu-\lambda} G_{\lambda-p, \mu-\lambda-q} F_{r, p, q} d \eta \tag{28}
\end{equation*}
$$

Since $F_{r, p, q}=0$ for $p+q<2 r$ we obtain

$$
\begin{aligned}
h_{0}\left(t-F_{00}\right)=\sum_{m=0}^{\infty} \sum_{r=0}^{m} \frac{\left(t-F_{00}\right)^{m+1}}{(m+1)!}- & \sum_{\lambda=0}^{m+r} \frac{\lambda!(m+r-\lambda)!}{F_{10}^{\lambda+1} F_{01}^{m+r-\lambda+1}} \\
& \sum_{p=0}^{\lambda} \sum_{q=0}^{m+r-\lambda}{ }^{G}{ }_{\lambda-p, m+r-\lambda-q} F_{r, p, q} .
\end{aligned}
$$

Hence the contribution of the point $\left(x_{0}, y_{0}\right)$ to the asymptotic expansion of ( 1 ) is
(29) $\sum_{m=0}^{\infty} \frac{e^{i k F_{0}+\frac{i \pi}{2}(m+2)}}{k^{m+2}}-\sum_{r=0}^{m} \sum_{\lambda=0}^{m+r} \frac{\lambda!(m+r-\lambda)!}{F_{10}^{\lambda+1} F_{01}^{m+r-\lambda+1}} \sum_{p=0}^{\lambda} \sum_{q=0}^{m+r-\lambda} G_{\lambda-p, m+r-\lambda-q} F_{r, p, q}$.

When $F_{10}<0$ and $F_{01}>0$, the behavior of the contour lines near $X_{0}=0$, $Y_{0}=0$ is shown in Fig. 7. The domain $D_{0}$ is still in the first quadrant surrounding $(0,0)$. Let us add to the domain $D_{0}$ the domain $D_{1}$ shown in the figure . Then the boundary of the domadn $D_{0}+D_{1}$ is the $X$-axis. This boundary is analytic and the contour lines cut the boundary. Hence $h\left(t-F_{00}\right)$ taken over $D_{0}+D_{1}$ is analytic for all $t$ near $t=F_{00}$. If we now subtract from this $h\left(t-F_{00}\right)$ the $h_{0}\left(t-F_{00}\right)$ taken over the contour lines lying in $D_{1}$, we shall obtain the correct form of $h_{0}\left(t-F_{00}\right)$ for paths in $D_{0}$. The treatment of $h_{0}\left(t-F_{00}\right)$ in $D_{1}$ is preciseIy the same as that just given. Hence (28) and (29) obtain for this case too.

When $F_{10}<0$ and $F_{01}<0$ the paths $t \geqslant F_{00}$ as given in Fig. 6 are inter changed. Hence (29) gives the result for this case too. Likewise the case $\mathrm{F}_{10}>0$ and $\mathrm{F}_{01}<0$ yields the result (29).


Fig. 7
4.4 We consider as the final case of a critical non-8tationary boundary point an ( $x_{0}, y_{0}$ ) where the direction of the tangent to the boundary of $D$ changes discontinuously and one part of the boundary coincides with the contour line $f(x, y)=$ const. through $\left(x_{0}, y_{0}\right)$. As in the case treated in (4.2) we shall obtain a series of powers of $\frac{l}{k}$ whose coefficients depend upon the domain of integration and will therefore not be given.
5. Contributions from interior stationary points

We consider next interior points of $D$ at which both $f_{x}$ and $f_{y}$ are zero. 5.1 Let the point $\left(x_{0}, y_{0}\right)$ be a relative minimum or maximum of $f(x, y)$. By a simple rotation of coordinates we may write

$$
\begin{equation*}
F(X, Y)=F_{00}+F_{20}\left(X-X_{0}\right)^{2}+F_{02}\left(Y-Y_{0}\right)^{2}+\ldots \tag{30}
\end{equation*}
$$

In a small neighborhood $D_{0}$ of ( $X_{0}, Y_{0}$ ) the contour lines $F$ cost. are closed curves surrounding ( $X_{0}, Y_{0}$ ) (see Fig. 8). We shall use (17) and (14) to calculate $h_{0}(t)$ in $D_{0}$. Suppose, firstly, that $F_{20}>0$ and $F_{02}>0$. Then let
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$$
X-X_{0}=\xi^{1 / 2} \frac{\cos \eta}{F_{20}^{1 / 2}}, \quad Y-Y_{0}=\xi^{1 / 2} \frac{\sin \eta}{F_{02}^{1 / 2}}
$$

so that
(31)

$$
\xi=F_{20}\left(X-X_{0}\right)^{2}+F_{02}\left(Y-Y_{0}\right)^{2}
$$

Now $h\left(t-F_{00}\right)=0$ for $t<F_{00}$. By (17) and (1L) we obtain for $t>F_{00}$
(32) $\quad h_{0}\left(t-F_{00}\right)=\sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \int_{0}^{2 \pi} \frac{1}{2\left(F_{20} F_{02}\right)^{1} / 2} \sum_{\mu=0}^{\infty} \sum_{\lambda=0}^{\mu}\left(t-F_{00}\right)^{\mu / 2} \frac{\cos ^{\lambda} \eta \sin ^{\mu-\lambda} \eta}{F_{20}^{\lambda / 2} F_{02}^{\mu-\lambda / 2}}$

$$
\cdot \sum_{p=0}^{\lambda} \sum_{q=0}^{\mu-\lambda} G_{\lambda-p, \mu-\lambda-q} F_{r, p, q} d_{i}
$$

The integral vanishes except when $\lambda$ and $\mu-\lambda$ are even. Furthermore, in view of the choice of $\xi$ in (31), $F_{r, p, q}=0$ for $p+q<3 r$. Hence for $t>F_{00}$,

$$
h_{0}\left(t-F_{00}\right)=\frac{1}{\left(F_{20} F_{02}\right)^{1 / 2}} \sum_{m=0}^{\infty} \sum_{r=0}^{2 m} \frac{\left(t-F_{00}\right)^{m}}{m!} \sum_{\lambda=0}^{m+r} \frac{\left(\lambda-\frac{1}{2}\right)!\left(m+r-\lambda-\frac{1}{2}\right)!}{F_{20}^{\lambda} F_{02}^{m+r-\lambda}}
$$

$$
\begin{equation*}
\cdot \sum_{p=0}^{2 \lambda} \sum_{q=0}^{2 r+2 m-2 \lambda} G_{2 \lambda-p, 2 r+2 m-2 \lambda-q} F_{r, p, q} \cdot \tag{33}
\end{equation*}
$$

Consequently, by Frdelyi's theorem, the contribution of this critical point to the asymptotic expansion of J is

$$
\frac{e^{i k F_{00}}}{\left|F_{20} F_{02}\right|^{1 / 2}} \sum_{m=0}^{\infty} \frac{e^{i \frac{\pi}{2}(m+1)}}{k^{m+1}} \sum_{r=0}^{2 m} \sum_{\lambda=0}^{m+r} \frac{\left(\lambda-\frac{1}{2}\right)!\left(m+r-\lambda-\frac{1}{2}\right)!}{F_{20}^{\lambda} F_{02}^{m+r-\lambda}}
$$

$$
\begin{equation*}
\cdot \sum_{p=0}^{2 \lambda} \sum_{q=0}^{2 r+2 m-2 \lambda} G_{2 \lambda-p, 2 r+2 m-2 \lambda-q} F_{r, p, q} \tag{3L}
\end{equation*}
$$

The modulus of $\mathrm{F}_{20} \mathrm{~F}_{02}$ has been introduced to facilitate comparison with other case? 3.

When $F_{20}<0$ and $F_{02}<0$, the result is the same $a \varepsilon$ (33) except that $t>F_{00}$ and $t<F_{00}$ are interchanged. Hence we obtain (34) with the sign reversed.
5.2 Let the point $\left(x_{0}, y_{0}\right)$ be a saddle point of $f(x, y)$, so that $f_{x x} f_{y y}-f_{x y}^{2}<0$. The coordinates $X, Y$ are chosen so that (30) holds. We assume, firstly, that

$F_{20}>0$ and $F_{02}<0$. Then we shall evaluate $h_{0}(t)$ between $X-X_{0}=-d$ and $X-X_{0}=d$ (see Fig. 9a). The path of integration is given by

$$
\xi=F_{20}\left(X-X_{0}\right)^{2}+F_{02}\left(Y-Y_{0}\right)^{2}
$$

so that the $t$ interval $\left|t-t_{0}\right|<\delta$ is covered by the family of hyperbolas corresponding to $\xi>0, \xi=0$, and $\xi<0$. Let $\eta=X-X_{0}$. We note that for a given $t$, the hyperbola $\xi=t-F_{00}$ is symmetric with respect to the $X$ and $Y$ axes. Hence we shall see in a moment that we need consider only that part of the path which lies in the first quadrant to evaluate (14).


Fig. 9b
Using the notation of article 2, let us consider the integral
(35) $\iint_{D_{0}} \frac{(-1)^{r}}{r!} G(X, Y) F_{I}^{r}(X, Y) \delta\left(t-F_{0}\right) d X d Y$.

If we transform from $X, Y$ to $\xi, \eta$ in accordance with (9) and write the resulting double integral as a repeated integral with respect to $\eta$ and then $\xi$ we obtain

$$
\int_{\xi_{1}}^{\xi_{2}} \delta(t-\xi) \int_{\eta_{1}(\xi)}^{\eta_{2}(\xi)} \frac{(-1)^{r}}{r!} \eta(\xi, \eta) \mathcal{f}{ }_{1}^{r}(\xi, \eta) \frac{\partial(x, Y)}{\partial(\xi, \eta)} d \eta d \xi .
$$

Iet $K(\xi)$ denote the inner integral. Then this double integral becomes

$$
\int_{\xi}^{\xi_{2}} \varepsilon(t-\xi) K(\xi) d \xi
$$

or

$$
K(t)
$$

which is

$$
\int_{\eta_{1}(t)}^{\eta_{2}(t)} \frac{(-1)^{r}}{r!} \hat{y}(t, \eta) \mathcal{f}_{1}^{r}(t, \eta) \frac{\partial(x, y)}{\partial(t, \eta)} d \eta \text {. }
$$

We see therefore that each term of (14) can be regarded as coming from a term such as (35). If however we evaluate (35) over a path symmetrical with respect to both the $X$ - and Y-axes, such as an hyperbola of Fig. 9 a, and if we use the expansion (15) for the first three factors of the integrand, then we need retain only those terms in the expansion which contain even powers of both $X-X_{0}$ and $Y-Y_{0}$. Moreover, for these terms the integral (14) is four times the integral taken over the path in the $(\xi, \eta)$ plane (see Flg. 9b) corresponding to that part of the hyperbola which lies in the first quadrant. Hence we obtain for (14)*

$$
h_{0}\left(t-F_{00}\right)=-4 \sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \int_{\left(\frac{t-F_{00}}{F_{20}}\right)^{1 / 2} H\left(t-F_{00}\right)} \sum_{\lambda=0}^{\infty} \sum_{\mu=0}^{\infty} \eta^{2 \lambda} \frac{\left(F_{20} \eta^{2}-t+F_{00}\right)^{\mu-1 / 2}}{2 F_{02}\left(-F_{02}\right)^{\mu-1 / 2}}
$$

(36)

$$
\cdot \sum_{p=0}^{2 \lambda} \sum_{q=0}^{2 \mu} G_{2 \lambda-p, 2 \mu-q} F_{r, p, q} d \eta .
$$

We consider therefore integrals of the form


$$
I_{m, n}=\int_{T^{1 / 2} H(T) / F_{20}^{1 / 2}}^{\eta^{2 m}\left(F_{20} \eta^{2}-T\right)^{n-1 / 2} d \eta}
$$

where $T=t-F_{\infty}$, and $H(T)$ is the Heaviside unit function, ie., $H(T)=0$ for $T<0$ and $H(T)=1$ for $T>0$.

By integration,

$$
I_{m, n}=\frac{d^{2 m+1}\left(F_{\left.20^{d^{2}}-T\right)^{n-1 / 2}}^{2 m}+2 n\right.}{2 n}-\frac{2 n-1}{2 m+2 n} T I_{m, n-1} \quad \text { for } n \geq 1
$$

At $t=F_{00}$, that is, at $T=0$, the first term is continuous and has continuous derivatives of all orders. Hence it may be neglected because it will not contribute to the asymptotic expansion of J . Continuing the integration we obtain

$$
I_{m, n}=\frac{(-1)^{n}(2 n-1)(2 n-3) \ldots 1}{(2 m+2 n)(2 m+2 n-2) \ldots(2 m+2)} \quad T^{n} I_{m, 0}
$$

Further,

$$
I_{m, 0}=\frac{d^{2 m-1}\left(F_{20} d^{2}-T\right)^{1 / 2}}{2 m F_{20}}+\frac{2 m-1}{2 m} \frac{T}{F_{20}} I_{m-1,0} \quad \text { for } m \geq 1
$$

Once again the first term may be neglected insofar as contribution to the asymptotic expansion is concerned, so that

$$
I_{m, 0}=\frac{(2 m-1)(2 m-3) \ldots 1}{2 m(2 m-2) \ldots 2} \frac{T^{m}}{F_{20}^{m}} I_{0,0}
$$

Since

$$
I_{0,0}=\frac{1}{F_{20}^{1 / 2}} \log \frac{d+\left(d^{2}-T / F_{20}\right)^{1 / 2}}{|T|^{1 / 2} F_{20}^{1 / 2}}
$$

and since the numerator in the logarithmic factor will not contribute to the asymptotic expansion, the significant part of $I_{m, n}$ is given by

$$
I_{m, n}=(-1)^{n+1} \frac{(m-1 / 2)!(n-1 / 2)!}{(m+n)!2 \pi F_{20}^{m+1} / 2} T^{m+n} \log |T| .
$$

Therefore the relevant part of $h_{0}\left(t-F_{0 C}\right)$ is

$$
\begin{gathered}
4 \sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \sum_{\lambda=0}^{\infty} \sum_{\mu=0}^{\infty}(-1)^{\mu} \frac{\left(\lambda-\frac{1}{2}\right)!\left(\mu-\frac{1}{2}\right)!}{2 F_{02}\left(-F_{02}\right)^{\mu-1 / 2}(\lambda+\mu)!2 \pi F_{20}^{\lambda+1 / 2}}\left(t-F_{00}\right)^{\lambda+\mu} \\
\\
\cdot l o g\left|t-F_{00}\right| \sum_{p=0}^{2 \lambda} \sum_{q=0}^{2 \mu} G_{2 \lambda-p, 2 \mu-q} F_{r, p, q} .
\end{gathered}
$$

Since we can ignore continuous functions with continuous derivatives we can replace

$$
\frac{\partial^{r}}{\partial t^{r}}\left(t-F_{00}\right)^{\lambda+\mu} \log \left|t-F_{00}\right|
$$

by

$$
\frac{(\lambda+\mu)!}{(\lambda+\mu-r)!}\left(t-F_{C O}\right)^{\lambda+\mu-r} \log \left|t-F_{00}\right| \cdot
$$

Also, $F_{r, p, q}=0$ if $p+q<3 r$, so that the significant part of $h_{0}\left(t-F_{00}\right)$ is

$$
\frac{1}{\left(-F_{20} F_{02}\right)^{1 / 2}} \sum_{m=0}^{\infty} \sum_{r=0}^{2 m} \frac{\left(t-F_{00}\right)^{m}}{m!\pi} \log \left|t-F_{00}\right| \sum_{\lambda=0}^{m+r} \frac{\left(\lambda-\frac{1}{2}\right)!\left(m+r-\lambda-\frac{1}{2}\right)!}{F_{20}^{\lambda} F_{02}^{m+r-\lambda}}
$$

$$
\begin{equation*}
\cdot \sum_{p=0}^{2 \lambda} \sum_{q=0}^{2 r+2 m-2 \lambda} G_{2 \lambda-p, 2 r+2 m-2 \lambda-q} F_{r, p, q} \tag{37}
\end{equation*}
$$

Use of Theorem 4 of Appendix A now shows that the contribution to the asymptotic expansion of $J$ is the same as (34) multiplied by i.

This result remains unaltered if $\mathrm{F}_{20}<0$ and $\mathrm{F}_{02}>0$.
5.3 Let the point $\left(x_{0}, y_{0}\right)$ be a double point, that is $f_{x x y y}-f_{x y}^{2}=0$. In this case we choose $X, Y$ so that*

$$
\begin{aligned}
F(X, Y)=F_{00}+F_{20}\left(X-X_{0}\right)^{2}+F_{30}\left(X-X_{0}\right)^{3} & +F_{21}\left(X-X_{0}\right)^{2}\left(Y-Y_{0}\right)+F_{12}\left(X-X_{0}\right)\left(Y-Y_{0}\right)^{2} \\
& +F_{03}\left(Y-Y_{0}\right)^{3}+\ldots, F_{20} \neq 0
\end{aligned}
$$

We assume first that $\mathrm{F}_{20}>0$ and that $\mathrm{F}_{03}>0$, and choose

$$
\begin{equation*}
\xi=F_{20}\left(X-X_{0}\right)^{2}+F_{03}\left(Y-Y_{0}\right)^{3}, \eta=X-X_{0} . \tag{38}
\end{equation*}
$$

We shall evaluate $h_{0}(t)$ along $\xi=$ const. from $X-X_{0}=-d$ to $X-X_{0}=d$. For t-values from $t-F_{00}$ negative to $t-F_{00}$ positive, $\xi$ ranges from negative values to positive ones (see Fig. 10).
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[^1]However, the argument given in Section 5.2 concerning symmetry of the path of integration can be applied here. In this case we see from the symmetry of the domaln of integration with respect to $Y=Y_{0}$ that we need retain only terms which involve even powers of $x-X_{0}$ in the expansion (15) and multiply the result by 2. If we then make the change of variables from $X, Y$ to $\varepsilon, \eta$ and use (14) we obtain

$$
\begin{align*}
h_{0}\left(t-F_{00}\right)= & 2 \sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \int_{0}^{d} \sum_{\lambda=0}^{\infty} \sum_{\mu=0}^{\infty} \frac{\eta^{2 \lambda}\left(T-F_{20} \eta^{2}\right)^{(\mu-2) / 3}}{3 F_{03} F_{03}(\mu-2) / 3}  \tag{39}\\
& \cdot \sum_{p=0}^{2 \lambda} \sum_{q=0}^{\mu} G_{2 \lambda-p, 11-q} F_{r, p, q} d \eta,
\end{align*}
$$

where, again, $T=t-F_{00}$.
We therefore heve to evaluate integrals of the form

$$
J_{m, n}=\int_{0}^{d} \eta^{2 m}\left(T-F_{20} \eta^{2}\right)^{(n-2) / 3} d \eta
$$

Retaining only terms which contribute to the asymptotic expansion (cf. section 5.2), we find that

$$
\begin{aligned}
& J_{m, 3 s}=\frac{\left(m-\frac{1}{2}\right)!\left(\frac{n-2}{3}\right)!\left(-\frac{1}{6}\right)!T^{m+s}}{\left(-\frac{1}{2}\right)!\left(-\frac{2}{3}\right)!\left(m+\frac{n}{3}-\frac{1}{6}\right)!F_{20}^{m}} \int_{0}^{d}\left(T-F_{20} \eta^{2}\right)^{-2 / 3} d \eta ; \\
& J_{m, 3 s+1}=\frac{\left(m-\frac{1}{2}\right)!\left(\frac{n-2}{3}\right)!\left(\frac{1}{6}\right)!T^{m+s}}{\left(-\frac{1}{2}\right)!\left(-\frac{1}{3}\right)!\left(m+\frac{n}{3}-\frac{1}{6}\right)!F_{20}^{m}} \int_{0}^{d}\left(T-F_{20} \eta^{2}\right)^{-1 / 3} d \eta ; \\
& J_{m, 3 s+2}=0 .
\end{aligned}
$$

Now $d$ is independent of $T$. Hence

$$
\int_{0}^{d}\left(T-F_{20} \eta^{2}\right)^{-2 / 3} d \eta=\int_{0}^{\infty}\left(T-F_{20} \eta^{2}\right)^{-2 / 3} d \eta
$$

aside from a term which is continuous and has continuous derivatives for values of $T$ bounded away from 0 . We consider therefore the right-hand integral.

$$
\text { For } T>0
$$

$$
\int_{0}^{\infty}\left(T-F_{20} \eta^{2}\right)^{-2 / 3} d \eta=\int_{0}^{\left(T / F_{20}\right)^{1 / 2}}\left(T-F_{20} \eta^{2}\right)^{-2 / 3} d \eta+\int_{\left(T / F_{20}\right)^{1 / 2}}^{\infty}\left(T-F_{20} \eta^{2}\right)^{-2 / 3} d \eta
$$

Make the substitution $\eta=\sqrt{T / F_{20}} \sin \theta$ in the first integral on the right and $\eta=\sqrt{T / F_{20}} \sec \theta$ in the second. Then ${ }^{*}$

$$
\begin{aligned}
\int_{0}^{\infty}\left(T-F_{20} \eta^{2}\right)^{-2 / 3} d \eta & =\frac{T^{-1 / 6}}{F_{20}^{1 / 2}} \int_{0}^{\frac{\pi}{2}}\left(\cos ^{-1 / 3} \theta+\sin ^{-1 / 3} \theta \cos ^{-2 / 3} \theta\right) d \theta \\
& =\frac{\left(-\frac{2}{3}\right)!3 \pi^{1 / 2} T^{-1 / 6}}{\left(-\frac{1}{6}\right)!2 F_{20}^{1 / 2}}
\end{aligned}
$$

For $T<0$, we let $\eta=\sqrt{-T / F_{20}} \tan \theta$ to show that

$$
\int_{0}^{\infty}\left(T-F_{20} \eta^{2}\right)^{-2 / 3} d \eta=\frac{(-T)^{-1 / 6}}{F_{20}^{1 / 2}} \int_{0}^{\frac{\pi}{2}} \cos ^{-2 / 3} \theta d \theta=\frac{\left(-\frac{2}{3}\right)!3^{1 / 2} \pi^{1 / 2}}{\left(-\frac{1}{6}\right)!2 F_{20}^{1 / 2}}(-T)^{-1 / 6}
$$

The integral for $J_{m, 3 s+1}$ may be dealt with in a similar way and we obtain

$$
\begin{aligned}
\int_{0}^{\mathrm{C}}\left(\mathrm{~T}-\mathrm{F}_{20} \eta^{2}\right)^{-1 / 3} \mathrm{~d} \eta & =\frac{\left(-\frac{1}{3}\right)!3 \pi^{1 / 2} T^{1 / 6}}{\left(\frac{1}{6}\right)!2 \mathrm{~F}_{20}^{1 / 2}} \text { for } \mathrm{T}>0 \\
& =\frac{\left(-\frac{1}{3}\right)!3^{1 / 2} \pi^{1 / 2}(-T)^{1 / 6}}{\left(\frac{1}{6}\right)!2 \mathrm{~F}_{20}^{1 / 2}} \text { for } \mathrm{T}<0
\end{aligned}
$$

* The first term in the integrand on the right may be integrated by a standard integral leading to Gamma functions and the second by a standard integral involving Beta functions. The relationship $\Gamma(x) \Gamma(-x)=\frac{-\pi}{x \sin \pi x}$ may be used to transform intermediate resulte。
${ }^{* *}$ Before letting the upper limit become infinite we subtract the term $\left(-F_{20} \eta^{2}\right)^{-1 / 3}$ from the integrand. This term does not involve $T$ and hence does not contribute to the asymptotic expansion. However, it causes the integral with the infinite upper Limit to converge.
apart from terms which do not contribute to the asymptotic expansion. Hence

$$
\begin{aligned}
J_{m, n} & =-\frac{\left(m-\frac{1}{2}\right)!\left(\frac{n-2}{3}\right)!3^{1 / 2}|T|^{m+\frac{n}{3}-\frac{1}{6}}}{\left(m+\frac{n}{3}-\frac{1}{6}\right)!2 F_{20}^{m}+1 / 2}\left\{3^{\frac{1}{2}} H(T)+(-1)^{m+\left[\frac{n}{3}\right]} H(-T)\right\}, n \neq 3 s+2 \\
& =0 \text { for } n=3 s+2,
\end{aligned}
$$

where $\left[\frac{n}{3}\right]$ is the largest integer not greater than $\frac{n}{3}$.
Therefore the significant part of $h_{0}(t)$ is given by

$$
\begin{aligned}
& \text { Therefore the significant part of } h_{0}(t) \text { is given by } \\
& h_{0}\left(t-F_{00}\right)=\frac{1}{3^{1 / 2} F_{03}} \sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \sum_{\lambda=0}^{\infty} \sum_{\mu=0}^{\infty} \frac{\left(\lambda-\frac{1}{2}\right)!\left(\frac{\mu-2}{3}\right)!\left|t-F_{00}\right|^{\lambda+\frac{\mu}{3}-\frac{1}{6}}}{\left(\lambda+\frac{\mu}{3}-\frac{1}{5}\right)!F_{20}^{\lambda+} 1 / 2 F_{03}^{(\mu-2) / 3}}
\end{aligned}
$$

$$
\cdot\left\{3^{\frac{1}{2}} H\left(t-F_{C O}\right)+(-1)^{\lambda+\left[\frac{\mu}{3}\right]}{ }_{H\left(F_{00}-t\right)}\right\} \sum_{p=0}^{2 \lambda} \sum_{q=0}^{\mu} G_{2 \lambda-p, H-q^{F} r, p, q} \text {, }
$$

where terms in which $\mu=3 s+2$ are absent. Also, the properties of $F_{r, p, q}$ imply that only those terms in which $\lambda+\frac{1}{3} \mu \geq 7 r / 6$ are present. Hence

$$
\begin{align*}
h_{0}\left(t-F_{00}\right)= & \frac{1}{3^{1 / 2}} \sum_{r=0}^{\infty} \sum_{m \geq}^{\infty} \frac{7 r}{2} \sum_{\lambda=0}^{\left[\frac{m}{3}\right]} \frac{\left(\lambda-\frac{1}{2}\right):\left(\frac{m-2}{3}-\lambda\right)!}{\left(\frac{m}{3}-r-\frac{1}{6}\right): F_{20}^{\lambda+1 / 2} F_{03}(m+1) / 3-\lambda}\left|t-F_{00}\right|^{\frac{m}{3}-r-\frac{1}{6}}  \tag{40}\\
& \cdot\left\{3^{\frac{1}{2}} H\left(t-F_{00}\right)+(-1)^{r+\left[\frac{m}{3}\right]}{ }_{H\left(F_{00}-t\right)}\right\} \sum_{p=0}^{2 \lambda} \sum_{q=0}^{m-3 \lambda} G_{2 \lambda-p, m-3 \lambda-q} r, p, q
\end{align*}
$$

where terms in which $m=3 s+2$ are absent.
Consequently, the contribution to the asymptotic expansion of J is, by Frdélyi's theorem,

$$
\frac{e^{i k F_{00}}}{3^{1 / 2}} \sum_{m=0}^{\infty} \frac{e^{\frac{i \pi}{2}\left\{\left[\frac{m+2}{3}\right]+\frac{1}{2}\right\}}}{k^{m / 3}+5 / 6}\left|F_{20}\right|^{1 / 2} \sum_{r=0}^{2 m} \sum_{\lambda=0}^{\left[\frac{m}{3}\right]+r} \frac{\left(\lambda-\frac{1}{2}\right)!\left(\frac{m-2}{3}+r-\lambda\right)!}{F_{20}^{\lambda} F_{03}^{(m+1) / 3+r-\lambda}}
$$

(41)

$$
\cdot \sum_{p=0}^{2 \lambda} \sum_{q=0}^{m+3 r-3 \lambda} \theta_{2:-p, m+3 r-3 \lambda-q} F_{r, p, q},
$$

where terms in which $m=3 s+2$ are absent.*
re terms in which $m=3 s+2$ are absent.
When $F_{20}<0, F_{03}>0$ we must replace $e^{\frac{i \pi}{2}}\left\{\left[\frac{m+2}{3}\right]+\frac{1}{2}\right\}$ by $e^{\frac{i \pi}{2}\left\{\left[\frac{m+2}{3}\right]-\frac{1}{2}\right\}}$.
When $\mathrm{F}_{20}>0$ and $\mathrm{F}_{03}<0$ we only alter the sign of (4I).
When $F_{20}<0$ and $F_{03}<0$ we alter the sign
$e^{\frac{i \pi}{2}\left\{\left[\frac{m+2}{3}\right]+\frac{1}{2}\right\} \text { by } e^{\frac{i \pi}{2}}\left\{\left[\frac{m+2}{3}\right]-\frac{1}{2}\right\} \text {. }}$

## 6. Contributions from boundary stationary points

We consider in this article stationary points which lie on the boundary of $D$. The boundary is assumed to be an analytic curve in the neighborhood of ( $x_{0}, y_{0}$ ).
6.1 We consider first boundary stationary points ( $x_{0}, y_{0}$ ) at which $f(x, y)$ has a maximum or minimum relative to all neighboring interior and boundary points of 7 . To treat such a point our first step will be to make the boundary of I in the neighborhood of the point the axis of coordinates and, at the same time, to reduce the second-degree terms in the Taylor's expansion of $f(x, y)$ around the point to a sum of squares (see Fig. 11).

Let $\phi(x, y)=0$ be the equation of the boundary in the neighborhood of $\left(x_{0}, y_{0}\right)$. We first introduce the linear transformation

$$
\begin{align*}
& x-x_{0}=a h+b k \\
& y-y_{0}=c h+d k \tag{42}
\end{align*}
$$

$$
\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right|=1
$$

and choose $a, b, c$, d subject to the condition that $f_{h k}(0,0)$ vanishes. Hence $f(x, y)$ and $\mathscr{Q}(x, y)$ become

$$
f(n, k)=f_{00}+f_{20} h^{2}+f_{02} k^{2}+\ldots
$$

\# Focke seems to have omitted the factor $i^{\tau}$ in his formula (153). Ctherwise his result for this case agrees with our formula (4).
and

$$
\phi(h, k)=\phi_{10^{h}+\phi_{01} k+\phi_{20} h^{2}+\phi_{11} h k+\phi_{02} k^{2}+\ldots . . . . . . . . .}
$$

We may also choose a and $c$ so that the sign of $\varnothing_{h}(0,0)$ is the sign of $\phi(x, y)$ in D , that is, so that the positive $h$-axis points into $D$.

If $\emptyset_{k}(0,0)$ is not zero it is possible to make a further transformation *

$$
\begin{aligned}
& \mathrm{h}=\frac{1}{\mathrm{~d}}\left(\phi_{10 \mathrm{f}_{02}} \overline{\mathrm{~h}}-\phi_{01} \overline{\mathrm{k}}\right) \\
& \mathrm{k}=\frac{1}{\mathrm{~d}}\left(\phi_{01} \mathrm{f}_{20} \overline{5}+\phi_{10^{\mathrm{k}}}\right)
\end{aligned}
$$

where $d=\phi_{10}^{2} f_{02}+\phi_{01}^{2} f_{20}$, so as to make $\phi_{k}=0$ and leave the form of $f(h, k)$ unaltered. Suppose $\left(x_{0}, y_{0}\right)$ is a relative minimum; then $f_{20}>0$ and $f_{02}>0$, so that. if $\neq C$. As a consequence of this transformation

$$
\begin{equation*}
f(\bar{h}, \bar{k})=f_{00}+\bar{f}_{20} \bar{h}^{2}+\bar{f}_{02} \bar{k}^{2}+\ldots \tag{43}
\end{equation*}
$$

and

$$
\phi(\hbar, \bar{\kappa})=\bar{\phi}_{10} \hbar+\bar{\phi}_{20} \hbar^{2}+\bar{\phi}_{11} \bar{\hbar} \bar{k}+\bar{\phi}_{02} \bar{k}^{2}+\cdots
$$

Now $\phi(\overline{\mathrm{K}}, \overline{\mathrm{K}})=0$ is the origincl boundary curve. Let
(44) $X=\varnothing(\hbar, \bar{k}), \quad Y=\bar{k}$.

If we solve the equations (44) for $\bar{K}$ and $\bar{K}$ in terms of $X$ and Y we obtain
$\bar{n}=a_{10} X+a_{20} X^{2}+a_{11} X Y+a_{02} Y^{2}$
$\bar{K}=\mathbf{Y}$.
We substitute in (43) and obtain
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[^2]\[

$$
\begin{equation*}
F(X, Y)=F_{00}+F_{20} X^{2}+F_{02} Y^{2}+\ldots, \tag{45}
\end{equation*}
$$

\]

where $F_{00}, F_{20}, F_{02}, \ldots$ are new coefficients and where we have changed the functional symbol to accord with earlier notation.

The above sequence of transformations has transformed the original boundary to $X=0$ while achieving the form (45) for $F(X, Y)$.

We now proceed as in Section 5.1 except that $X_{0}=0, Y_{0}=0$, and the limits of integration are from $-\frac{\pi}{2}$ to $\frac{\pi}{2}$. We obtain. for this case

$$
h_{0}\left(t-F_{00}\right)=\frac{1}{2\left(F_{20} F_{02}\right)^{1 / 2}} \sum_{m=0}^{\infty} \frac{\left(t-F_{00}\right)^{\frac{m}{2}}}{(m / 2)!} \sum_{r=0}^{m} \sum_{\mu=0}^{\left[\frac{m}{2}+r\right]} \frac{\left(\mu-\frac{1}{2}\right) t\left(\frac{m}{2}+r-\mu-\frac{1}{2}\right)!}{F_{20}^{m / 2+r-\mu} F_{02}^{\mu}}
$$

$$
\begin{equation*}
\cdot \sum_{p=0}^{2 r-2 \mu+2 m} \sum_{q=0}^{2 \mu} G_{2 r+m-2 \mu-p, 2 \mu-q} F_{r, p, q} \tag{46}
\end{equation*}
$$

where $[p]$ is the largest integer not greater than $p$.
Therefore the corresponding asymptotic expansion is

$$
\frac{e^{i k F_{00}}}{2\left(F_{20} F_{02}\right)^{1 / 2}} \sum_{m=0}^{\infty} \frac{e^{i \frac{\pi}{2}\left(1+\frac{m}{2}\right)}}{k^{1+m / 2}} \sum_{r=0}^{\mu} \sum_{\mu=0}^{\left[\frac{m}{2}+r\right]} \frac{\left(\mu-\frac{1}{2}\right)!\left(\frac{m}{2}+r-\mu-\frac{1}{2}\right)!}{F_{20}^{m / 2+r-\mu} F_{02}^{\mu}}
$$

$$
\begin{equation*}
\cdot \sum_{p=0}^{2 r-2 \mu+m} \sum_{q=0}^{2 \mu} G_{2 r+m-2 \mu-p, 2 \mu-q} F_{r, p, q} \cdot \tag{47}
\end{equation*}
$$

If $\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)$ is a relative maximum, then $\mathrm{F}_{20}<0$ and $\mathrm{F}_{02}<0$ and the sign of (47) is also reversed.
6.2 We suppose next that $\left(x_{0}, y_{0}\right)$ is a saddle point of $f(x, y)$ so that $f_{x x y y} f_{y y}-f_{x y}^{2}<0$. We introduce the same sequence of transformations used in Section 6.1 to obtain the form (45) for $F(X, Y)$ while making the boundary curve the Y-axis* (see Fig. 12). We suppose first that $F_{20}>0$ and $F_{02}<0$.

We now follow the trebtment of the interior saddle-pcint as in Section 5.2 except that the paths of intearation lie only in the first and fourth quadrants. Hence we may neglect only those terms in the Taylor's expansion of $\frac{(-1)^{r}}{r!} G(X, Y) F_{1}^{r}(X, Y)$ (compare (35)) which contain odd powers of $Y$. Instead of (36) we obtain

$$
\begin{array}{r}
h\left(t-F_{00}\right)=-2 \sum_{r=0}^{\infty} \frac{\partial^{r}}{\partial t^{r}} \int_{\left(t-F_{00}\right)^{1 / 2}}^{d} \sum_{\lambda=0}^{\infty} \sum_{\mu=0}^{\infty} \eta^{\lambda} \frac{\left(F_{20} \eta^{2}-t+F_{00}\right)^{\mu-1 / 2}}{\left.2 F_{02}\left(-F_{02}\right)^{\mu-1 / 2}\right)} . \\
 \tag{4,8}\\
\quad \sum_{p=0}^{\lambda} \sum_{q=0}^{2 \mu} G_{\lambda-p, 2 \mu-q} F_{r, p, q} d \eta \cdot
\end{array}
$$
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 this assumption means that the boundary of the domain $D$ does not coincide with either asymptote of the family of hyperboles $f_{20}\left(x-x_{0}\right)^{2}+f_{11}\left(x-x_{0}\right)\left(y-y_{0}\right)+f_{02}\left(y-y_{0}\right)^{2}=$ const.

Integrals of the type appearing in (48) were already considered in Section 5.2. Evaluation of (48) and the application of Theorem 4 of the Appendix leads to (47) except that $\left(F_{20} F_{02}\right)^{1 / 2}$ is replaced by $\left|F_{20} F_{02}\right|^{1 / 2} /$ i. This result also holds when $\mathrm{F}_{20}<0$ and $\mathrm{F}_{02}>0$.
7. Remarks on the method

For the benefit of those readers who may have been following some of the general theory of asymptotic solution of Maxwell's equations being developed at New York University we shall relate this theory to that of the present paper. A prime objective of the general theory has been to derive the asymptotic form of time harmonic solutions of Maxwell's equations (or the scalar second order hyperbolic equation) from conditions imposed on the coefficients of the differential equations and the initial and boundary conditions. Of course these conditions would be immediately related to the physical conditions of the problem. To derive this asymptotic series as well as to calculate it this theory uses the concept of the pulse solution of Maxwell's equations. By determining the behavior of the pulse solution a function of $x, y, z$, and $t$, in the neighborhood of each of its singularities with respect to t, one can write down at once by means of a general theorem the asymptotic series solution of Maxwell's equations [13]. Given the problem of obtaining the asymptotic form of the integrals considered in this paper, one can write down the corresponding pulse solution, proceed to determine its behavior in the neighborhood of its singularities, and then apply the general theorem to obtain the asymptotic form of the integrals. There is, of course, a contribution to this asymptotic value from each singularity of the pulse solution.

The present paper, as has been seen, throws the problem of evaluating the double Fourier integrals asymptotically back to the problem of the single Fourier integral and the utilizes Erdélyi's theorem. The function $h(t)$ of the present paper is precisely the pulse solution of the peneral theory though it is not obtained in the
same way as in the general theory. Moreover, as this paper shows the singularities of $h(t)$ are the critical points of the double integral. Insofar as theory is concerned, the present paper is more general in some respects and less general in others with respect to the kinds of critical points it can handle. However the present paper is decidedly more efficacious in calculating the asymptotic series which corresponds to each critical point. In the present method one proves more readily that the contribution of each critical point to the asymptotic value of the double integral is determined by a emall neighborhood of the critical point and by using the form (14) for $h_{0}(t)$ one obtains more expeditiously the actual asymptotic expansion contributed by each critical point.

## Appendix

In this appendix we consider the asymptotic expansion of a Fourier integral in which the integrand has a logarithmic singularity. The analysis runs along lines similar to those followed by Erdélyi $[7]$.

Firstly we discuss

$$
I=\int_{\alpha}^{\beta} e^{i k t}(t-\alpha)^{\lambda-1} \phi(t) \log (t-\alpha) d t
$$

where $0<\lambda \leq 1, \phi(t)$ is $N$ times continuously differentiable for $\alpha \leq t \leq \beta$, and $\phi^{(n)}(\beta)=0$ for $n=0,1, \ldots, N-1$.

Let

$$
x_{0}(t)=e^{i k t}(t-\alpha)^{\lambda-1} \log (t-\alpha)
$$

and

$$
X_{n}(t)=\int_{t}^{i \infty} X_{n-1}(u) d u
$$

where the path of integration is defined by $u=t+i y(y \geq 0)$. The integral then converges absolutely.

Repeated integration by parts of I gives
(AI)

$$
I=\sum_{n=0}^{N-1} \phi^{(n)}(\alpha) X_{n+1}(\alpha)+\int_{\alpha}^{8} X_{N}^{(t)} \phi^{(N)}(t) d t .
$$

Now

$$
x_{n}(t)=\int_{0}^{\infty} i x_{n-1}(t+i y) d y=\frac{e^{\frac{1}{2} i n \pi}}{(n-1)!} \int_{0}^{\infty} y^{n-1} x_{0}(t+i y) d y
$$

by repeated interchange of the order of integration. Hence

$$
\begin{equation*}
x_{n}(t)=\frac{e^{\frac{1}{2} i n \pi}}{(n-1)!} e^{i k t} \int_{0}^{\infty} y^{n-1}-k y(t+i y-\alpha)^{\lambda-1} \log (t+i y-\alpha) d y \tag{A2}
\end{equation*}
$$

$$
x_{n}(a)=\frac{e^{i k a+\frac{1}{2} i \pi(n+\lambda-1)}}{(n-1)!} \int_{0}^{\infty} y^{n+\lambda-2} e^{-k y}\left\{\frac{1}{2} i \pi+10 \beta y\right\} d y
$$

Since
(AB)

$$
z!=\int_{0}^{\infty} y^{z} e^{-y} d y
$$

$$
z!^{\prime}=\int_{0}^{\infty} y^{z} e^{-y} \log y d y
$$

Thus

$$
\int_{0}^{\infty} y^{z} e^{-y} \log y d y=z!Y(z)
$$

where

$$
\Psi(z)=\frac{z!^{\prime}}{z!} .
$$

The properties of the -function are well known. For example,

$$
\mathbf{Y}(z+1)=\frac{1}{z+I}+\Psi(z)
$$

and

$$
\Psi(c)=-\boldsymbol{Y},
$$

where $r$ is Euler's constant.
Employing (A3) we obtain
(AL) $X_{n}(\alpha)=\frac{e^{i k \alpha+\frac{1}{2} i \pi(n+\lambda-1)}(n+\lambda-2)!}{(n-1)!k^{n+\lambda-1}}\left\{\frac{1}{2} i \pi-10 g k+1(n+\lambda-2)\right\}$.
Al :o

$$
|t+i y-\alpha|^{\lambda-1} \leq(t-\alpha)^{\lambda-1}
$$

and

$$
\begin{aligned}
&-40- \\
&|\log (t+i y-\alpha)|=\left|\log (t-\alpha)+\log \left\{1+\frac{y^{2}}{(t-\alpha)^{2}}\right\}^{1 / 2}+i \tan ^{-1} \frac{y}{t-\alpha}\right| \\
& \leq \frac{1}{2} \pi+\log (t-\alpha)+\log \left\{1+\frac{y^{\lambda / 2}}{(t-\alpha)^{\lambda / 2}}\right\}^{2 / \lambda} \\
& \leq \frac{1}{2} \pi+\log (t-\alpha)+\frac{2 y^{\lambda / 2}}{\lambda(t-\alpha)^{\lambda / 2}}
\end{aligned}
$$

Hence, from (A2),

$$
\left|x_{n}(t)\right| \leq \frac{(t-\alpha)^{\lambda-1}}{k^{n}}\left\{\frac{1}{2} \pi+\log (t-\alpha)\right\}+\frac{2(t-\alpha)^{(\lambda / 2)-1}\left(n+\frac{1}{2} \lambda-1\right)!}{\lambda k^{n+\lambda / 2}(n-1)!} .
$$

Therefore
(A5)

$$
\int_{\alpha}^{\beta} x_{N}(t) \varphi^{(N)}(t) d t=O\left(k^{-N}\right)
$$

Combining (AL), (AL) and (A5) we obtain:

## Theorem 1

$$
\begin{aligned}
& \text { If } \phi(t) \text { is } N \text { times continuously differentiable for } \alpha \leq t \leq \beta \text {, } \\
& \phi^{(n)}(\beta)=0 \text { for } n=0,1, \ldots, N-1 \text {, and } 0<\lambda \leq 1 \text {, then } \\
& \int_{\alpha}^{\beta} e^{i k t}(t-\alpha)^{\lambda-1} \phi(t) \log (t-\alpha) d t \\
& \\
& =\sum_{n=0}^{N-1} \frac{e^{i k \alpha+\frac{1}{2} i n(n+\lambda)}(n+\lambda-1)!}{n!k^{n+\lambda}}\left\{\frac{1}{2} i \pi-\log k+\Phi(n+\lambda-1)\right\} \phi^{(n)}(\alpha)+O\left(\frac{1}{k^{N}}\right) \cdot
\end{aligned}
$$

Similarly we can prove:
Theorem 2
If $\phi(t)$ is $N$ times continuously differentiable for $\alpha \leq t \leq \beta$,
$\emptyset^{(n)}(a)=0$ for $n=0,1, \ldots, N-1$, and $0<\mu \leq 1$, then

$$
\begin{aligned}
& \int_{\alpha}^{\beta} e^{i k t}(\beta-t)^{\mu-1} \phi(t) \log (\beta-t) d t \\
& =\sum_{n=0}^{N-1} \frac{e^{i k \beta+\frac{1}{2} i \pi(n-\mu)}(n+\mu-1)!}{n!k^{n+\mu}}\left\{(n+\mu-1)-\log k-\frac{1}{2} i n\right\} \theta^{(n)}(\beta)+O\left(\frac{1}{k^{N}}\right) .
\end{aligned}
$$

When $\varnothing$ does not vanish at sither end of the integral the introduction of a neutralizer enables us to deduce the asymptotic expansion from the preceding reculte. Since the use of the neutralizer has been described by Erdelyi we shall quote the theorem obtained. It is

## Theorem 3

If $\emptyset(t)$ is $N$ times continuously differentiable for $\alpha \leq t \leq \beta$ and $0<\lambda \leq 1,0<\mu \leq 1$, then

$$
\begin{gathered}
\int_{\alpha}^{\beta} e^{i k t}(t-\alpha)^{\lambda-1}(\beta-t)^{\mu-1} \phi(t) \log (t-\alpha) d t \\
=\sum_{n=0}^{N-1} \frac{e^{i k \alpha+\frac{1}{2} i \pi(n+\lambda)}(n+\lambda-1)!}{n!k^{n+\lambda}}
\end{gathered}
$$

$$
\cdot\left\{\frac{1}{2} i \pi-\log k+\Psi(n+\lambda-1)\right\} \frac{d^{n}}{d a^{n}}\left\{(\beta-\alpha)^{\mu-1} \phi(\alpha)\right\}
$$

$$
+\sum_{n=0}^{N-1} \frac{e^{i k \beta+\frac{1}{2} i n(n-\mu)}(n+\mu-1)!}{n!k^{n+\mu}}
$$

$$
\cdot \frac{d^{n}}{d \beta^{n}}\left\{(\beta-\alpha)^{\lambda-1} \phi(\beta) \log (\beta-\alpha)\right\}+O\left(\frac{1}{k^{N}}\right) \text {. }
$$

Pinally, we consider what happens when the logarithmic singulerity occurs at an interior point. We restrict attention to

$$
\int_{\alpha}^{\beta} e^{i k t} \phi(t) \log (t-c) d t
$$

where $\alpha<c<\beta$ and $\operatorname{lcg}(t-c)$ is defined to be $\log |t-c|+i \pi$ when $t<c$. From Theorem 3,

$$
\begin{aligned}
& \int_{c}^{\beta} e^{i k t} \phi(t) \log (t-c) d t \\
& =E_{\beta}+\sum_{n=0}^{N-1} \frac{e^{i k c+\frac{1}{2} i \pi(n+1)}}{k^{n+1}}\left\{\frac{1}{2} i \pi-\log k+I(n)\right\} \phi^{(n)}(c)+O\left(k^{-N}\right) ; \\
& \int_{\alpha}^{c} e^{i k t} \phi(t) \log (t-c) d t \\
& =E_{\alpha}+\sum_{n=0}^{N-1} \frac{e^{i k c+\frac{1}{2} i \pi(n-1)}}{k^{n+1}}\left\{T(n)-\log k-\frac{1}{2} i \pi\right\} \phi^{(n)}(c) \\
& \quad+i \pi \sum_{n=0}^{N-1} \frac{e^{i k c+\frac{1}{2} i n(n-1)}}{k^{n+1}} \phi^{(n)}(c)+O\left(k^{-N}\right),
\end{aligned}
$$

where $E_{\alpha}, E_{\beta}$ represent contributions from the end-points $\alpha$ and $\beta$ respectively. Adding these two equations we obtain:

Theorem 4
If $\varnothing(t)$ is $N$ times continuously differentiable for $\alpha \leq t \leq \beta$, then

$$
\int_{\alpha}^{\beta} e^{i k t} \alpha(t) \log (t-c) d t=E_{\alpha}+E_{\beta}+O\left(k^{-N}\right)
$$

and

$$
\int_{\alpha}^{\beta} e^{i k t} \phi(t) \log |t-c| d t=E_{\alpha}+E_{\beta}+i \pi \sum_{n=0}^{N-1} \frac{e^{i k c+\frac{1}{2} i \pi(n+1)}}{k^{n+1}} \phi^{(n)}(c)+O\left(k^{-N}\right)
$$
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1201 E. California Street
Pasadena, California
ATIN: Dr. Charles H. Papas

Carnegie Inatitute of Technology
Pittarurgh 13, Pennsylvania
ATTN: Albert $E$, Helne
School of Electrical Engineering
Cornell University
Itheca, New York
ATN: Dr. Henry O. Eooker
College of Engineering
University of Horida
iefneaville, Florida
ATTN: Engineuring cienceo Library Profeesor M.H. Latour

Englineerting Experiment Station
Seorgie Inotitute of Technolopy
Atlenta, Georgia
ATTN: Georgla Tech. Library
Mre. J.H. Croeland
Technical Reports Collection
Harvard University
Gordon MeKay Library
303A Pierce Hall
Oxford Street
Cambridpe 38, Massachusetts
ATTN: Mrs. E.L. Hufschmidt, Librarian
Harvard College Obeervatory
60 Garden Street
Cambridge, Massachusetts
ATTN: Dr. Fred L. Whipple
Seriale Department -220-S Library
Uni versity of Illinois
Urbana, Illinols
ATTN: Engineering Library
Antenna Section
Electrical Engr. Reeearch Laboratory
Uni versity of Illinoie
Urbana, Illinoia
ATTN: EERL Library, Room 21C,
Dr. R.H. DuHamel
The Johns Hopkins University
Department of Phyeics
Baltimore 18, Maryland
ATTN: Professor Donald E. Kerr
Radiation Laboratory
Johns Hopkine Univereity
1315 St. Paul Street
Baltimore 2, Maryland
Applied Physice Laboratory
The Johns Hopkins University
8621 Georgis Avente
Silver Spring, Maryland
ATIN: Document Library
Massachusetts Institute of Technology
Research Laboretory of Electronice
Document Room 208-221
Cambridee 39, Massachusetts
University of Pichlyan
Electronic Defense Group
Engineering Research Institute
Ann Arbor, Michigan
ATIN: J.A. Boyd, Jupervisor
Whllow Run Labs., of the Engineering
Research Institute
The University of Michipan
Willow Run Airport
ipsilanti, Michíran
ATTN: K.M. siegel, tiead, Theory and Analysis Departnent

University of Michigan
Willow Run Laboratories
Willow Run Alrport
Ypeilanti, Michiran
ATTN: Shelie Coon, Librarian
University of Minnesota
Minneapolis, Minnesota
Engineering Library
ATTN: Hear Lthrarian
Microwave Laboratory
Electrical Engineering Dept.
liorthwestern Uni vereity
Evanston, Illinois
ATTN: Prof. F.E. Beam

Antenna Laboratory
Department of Elactrical Engineering
Ohio State University
Columbus, Ohio
ATTN: Dr. T.E. Tice
Oklahome University Research Found.
Norman, Oklahoma
ATTN: Technical Library
Professor C.L. Farrar
Microwave Research Institute
55 Johneon Street
Prooklyn 1, New York
ATIN: Dr, A.A. Oliner
Polytectinf Institute of Brooklyn
55 Johnson Street
Brooklyn 1, New York
ATTN: Microwave Research Institute
Syracuse University
Dept. of Electrical Engr.
Syracuse 10, New York
ATTN: Technical Library
University of Texas
Electrical Engr. Research Lab.
P.O. Bax 8026, Univ. Station

Austin 12, Texas
ATTN: John R. Gerhardt
Dept. of Physics
University of Texas
Austin 12, Texas
ATTN: Physics Library Claude W. Horton

Tufts University
Medford 55, Massachusetts
ATTN: Researcb Lab. of Physical
Electronics
Professor Charles R. Mingins
University of Toronto
Dept. of Electrical Engineering
Toronto, Ontario, Canada
ATTN: Prof. George Sinclair
University of Washington
Dept. of Electrical Engineering
Seattle, Washington
ATTN: Prof. G. Held
Ionosphere Research Laboratory
Pennsylvania State College
State College, Yennsylvania
ATTN: Prof. A.H. Waynick, Director
Institute of Mathematical Science 25 Waverly Place
New York 3, New York
ATTN: Mrs. JoAn Segal, Librarian
School of Electrical Engineering
Purdue University
Lafayette, Indiana
ATTN: Professor F.V. Schultz
Department of Electrical Engineering California Institute of Technology
AlTN: Dr. Charlea H. Papas
Electronics Division
Rand Corporation
1700 Main Street
Santa Monica, California
ATTN: Dr. Robert Kalaba
National Bureau of Stan dards
Washington, D.C.
ATTN: Dr. W.K. Saunders
Applied Mathematics and Statistics Lab. Stanford University
Stanford, California
ATTN: Dr. Albert H. Bowker
Department of Physics and Astronony
Machipan State University
East lansing, Michigan
ATTN: Dr. A. Leitner

University of Tennesses
Knoxville, Tennessee
ATIN: Dr. Fred A. Ficken
California Institute of Technology
1201 E. California Street
Pasadena, California
ATTN: Dr. A. Erdely1
Wayne University
Detroit, Michigan
ATTN: Professor A.F. Stevenson
Mathematics Department
Stanford University
Stanford, California
ATTN: Dr. Harold Levine
University of Minnesota
Minneapolis 14, Minnesota
ATTN: Prof. Paul C. Rosenbloom
Department of Mathematics
University of Pennsylvania
Philadelphia $4, \mathrm{~Pa}$.
ATTN: Profassor Bernard Epstein
Applied Physics Laboratory
The Johns Hopklns University
8621 Georgla Avenue
Silver Spring, Naryland
ATTN: Dr. B.S. Gouray
(2) Exchange and Gift Division

The Library of Congress
Washington 25, D.C.
Electrical Engineering Department
Massacinsetts Institute of Tech.
Cambridge 39, Massachusetts
ATTN: Dr. L.J. Chu
Nuclear Development Assoc. Inc.
5 New Street
White Plains, New York
ATTN: Library
Lebanon Valley College
Annville, Pennsylvania
ATTN: Professor $\mathrm{B}_{0} \mathrm{H}_{4}$ Bissinger
Dept. of Physics, Thaw Hall
University of Pittsburgh
Pittsburgh 13, Pa.
ATTN: Dr. Edward Gerjuoy
Dept. of Physics
Amherst College
Amherst, Massachusetts
ATTN: Dr. Arnold Arons
California Institute of Tech.
Electrical Engineering
Pasadena, California
AT $\mathbb{N}$ : Dr, Zohrab A. Kaprielian
Dr. Rodman Doll
209A Emmet St.
Ypailanti, Michigan
California Institute of Tech.
Pasadena L, California
ATTN: Mr. Calvin Wilcox
(3) Mr. Robert Brockhurst

Woods Hole Cceanographic Inst.
Woods Hole, Massachusetts
National Bureau of Standards
Boulder, Colorado
ATTN: Dr. R. Callet
Engineering Library
Plant 5
Gruman Aircraft Corp.
Bethpage, L.I., New York
ATTN: Mrs. A.M. Gray
Mrs. Jane Scanlon
284 South Street
Southbridge, Massachusetts
Dr. Solomon L. Schwebel
3689 Louis Road
Palo Alto, California

Mcrowave Laboratory
55 Johnson Straet
Brooklyn, New York
ATIN: Dr. Bernard Lippmann
University of Minnesota
The University Library
Minneapolis $\mathcal{L}_{\text {, Minnesota }}$
ATIN: Exchange Division
Professor Bernard Friedman
55 Hill top Avenue
New Rochelle, NewYork
Lincoln Laboratory
Massachusetts Institute of Tech.
P.O. Box 73

Lexington 73, Mass.
ATMN: Dr. Shou Chin Wang, Rm. C-351
Melpar, Inc.
3000 Arlington Boulevard
Falls Church, Virginia
ATTN: Mr. K.S. Kelleher, Section Head
Antenna Laboratory, ERD
HQ Air Force Cambrídge Research Center
Laurence C. Hansacom Field
Bedford, Massachusetts
ATTN: Nelson A. Logan
Electronics Research Directorate
HQ Air Force Cambridge Research Center
Laurence G. Hanscom Field
Pedford, Massachusetts
ATTN: Dr. Philip Newman, CRRK
HQ Air Force Cambridge Research Center
Laurence C. Hanscom Pield
Bedford, Massachusetts
ATTN: Mr. Francis J. Zucker
Crosley AVCO Research Labs.
257 Crescent Streat
Waltham, Massachusetts
ATTN: Mr. N.C. Gerson
Antenna Research Section
Microwave Laboratory
Hughes Alrcraft Company
Culver City, California
ATIN: Dr. Richard B. Barrar
Columbia University
Hudson Laboratories
P. O. Box 239

145 Palisade Street
Dobbs Ferry, New York
ATTN: Dr. M.W. Johneon
Institute of Fluid Dynamics and Applied Math.
University of Maryland
College Park, Maryland
ATTN: Dr. Elliott Montroll
Dept. of Electrical $E_{\text {ngineering }}$
Washington University
Saint Louls 5, Missouri
ATTN: Professor J. Van Bladel
Dept. of the Navy
Office of Naval Research Branch Office
1030 E. Green Street
Pasadena 1, California
Brandeis University
Waltham, Massachusetts
ATTN: Library
General Electric Company
Microwave Laboratory
Electronics Division
Stanford Industrial Park
Palo Alto, California
ATIN: Library
Hughes fiesearch Laboratories
Hughes Aircraft Company
Culver City, California
ATTN: Dr. W.A. Dolid
Bldg. 12, Rm. 2529
Snyyth Research Associates
3930 Lth Avenue
San Diego 3, California
ATMN: Br. John B. Sinyth

Electrical Engineering
California Institute of Tech.
Pasadena, Celifornie
ATTN: Dr. Georgee G. Welll
Naval Research Laboratory
Washineton 25, D.C.
ATTN: Dr. Henry J. Peoserini Code 5278 A

## Dr. George Kear

10585 N. Stelling Rd.
Cupertino, Callfornia
Brooklyn- Polytechnic Institute 85 Livingston Streat
Brooklyn, New York
ATTN: Dr. Nathan Marcuvitz
Department of Electrical Engr.
Brooklyn Polytechnic Institute
85 Livingeton Street
Brooklyn, New York
ATTN: Dr. Jerry S'moye
Dept. of Mathomatics
University of New Mexico
Albuquerque, Now Mexico
ATTN: Dr. I. Kolodner
W.L. Maron

460 W. 3hth Street
Now York, N.Y.
ATTN: Dr. Herry Hochstadt




[^0]:    * This transformation is suggested by Focke[6], p. 38.

[^1]:    *If $F_{12} \neq 0$ we can apply a further transformation, $X-X_{0}=\bar{X}-\bar{X}_{0}, Y-Y_{0}=\bar{Y}-\bar{Y}_{0}$
    $-\frac{{ }^{F} 12}{3 F_{03}}\left(\bar{X}-\bar{X}_{0}\right)$, to eliminate the $F_{12}$ term. However this is not necessary in the cases considered here.

[^2]:    *This transformation is suggested by Focke [6], p. 46.

